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Abstract

In this paper, we develop a new approach for detecting multiple objects from images based on convolutional neural networks (CNNs). In our model, we first adopt the edge box algorithm to generate region proposals from edge maps for each image, and perform forward passing of all the proposals through a fine-tuned CaffeNet model. Then we get the CNNs score for each proposal by extracting the output of softmax which is the last layer of CNN. Next, the proposals are merged for each class independently by the greedy non-maximum suppression (NMS) algorithm. At last, we evaluate the mean average precision (mAP) for each class. The mAP of our model on PASCAL 2007 test dataset is 37.38%. We also discuss how to further improve the performance based on our model in this paper.

1. Introduction

Convolutional neural networks (CNNs) has been widely used in visual recognition from 2012 [1] due to its high capability in correctly classifying images. In [1], the authors show an extremely improvement on the accuracy of image classification in ImageNet Large Scale Visual Recognition Challenge (ILSVRC). And CNNs become the most preferable choice for solving image classification challenges. Besides image classification, researchers have extend the application of CNNs to several other tasks in visual recognition such as localization [2], segmentation [3], generating sentences from image [4], as well as object detection [5].

In our project, we mainly focus on the task of object detection which has tremendous application in our daily life. The goal of object detection is recognize multiple objects in a single image, not only to return the confidence of the class for each object, but also predict the corresponding bounding boxes.

Among most of the works in object detection, region CNNs (rCNN) [5] is the most remarkable one that combines selective search [6], CNNs, support vector machines (SVM) and bounding box regression together to provide a high-performance in object detection.

In this paper, we will provide an alternative approach of object detection by reducing the complexity of the rCNN. First, we adopt edge box [7], a recent published algorithm to generate region proposals, instead of selective search used in rCNN. [8] shows that even though the mean average precision (mAP) between edge boxes and selective search are almost the same, edge boxes runs much faster than selective search. Secondly, we remove all of the class specific SVMs, and directly use the output of softmax in the last layer of CNN as our score. To compensate the possible performance degrade raised by removing SVMs, we carefully design our training data to fine-tune CNN. Fig. 1 is an overview of our model.

Figure 1: The overview of our object detection system. 1). Edge box algorithm generates proposals. 2). A fine-tuned CNN with object classes plus one background class to extract the CNN features for each proposal. 3) Employ the softmax to give the confidence (score) of all the classes for each proposal (which is typically the last layer of CNN). 4). For each class, independently use the non-maximum suppression (NMS) to greedily merge the overlapped proposals.

In addition to the previous model, we also develop a traditional model as our baseline. In this model, we adopt sliding window to generate proposals, and use histogram orientation gradient (HOG) features to describe such proposals. Then we use our trained linear SVM to score each proposal.

The rest of this paper can be organized as follows. In section 2 we briefly summarize the previous work in object detection and introduce the state-of-art approaches. In section 3 we will cover more details of the technical approaches in our model including the general framework, theoretical background as well as performance evaluation.
metrics. In section 4, we will present our experiment results and briefly discuss the results. Section 5 will conclude our work and discuss the method to further improve the performance of our model.

2. Background

Object detection becomes an attractive topic in visual recognition area in the last decade. In the early stage, people tend to design features from raw images to improve the performance of the detection. Among these features, SIFT \[9\] and HOG \[10\] features are the most successful ones. These features combined with SVMs have successfully detect the pedestrians from images. However, when these models are applied into multiple classes and object detection in a single image, the performance is not as expected.

Instead of using linear SVMs, some other works try to use ensemble SVMs \[11\] as well as latent SVMs \[12\] based on HOG feature description. But the performance of object detection still barely improves.

People switch to focus on CNNs since \[1\] shows a significant improvement of classification accuracy by employing a deep CNNs. Unlike classification, the detection task also requires us to localize the object by specifying a bounding edge box. Therefore, we can not directly use CNNs in object detection without solving the localization problem. \[2\] tries to treat the localization problem as a regression task. But the performance has minimal improvement. Then other researchers \[13\] adopt the sliding window combined with CNNs as one possible solution. However, due to the exhaustive nature of sliding window with high computational complexity, this method can not be practically implemented. Even though sliding window approach can not work in practice, this method provides an idea that is solving localization by classifying region proposals of the images.

Instead of sliding window, several algorithms are also capable to generate proposals efficiently, such as objectness \[14\], selective search \[6\], category-independent object proposals \[15\], constrained parametric min-cuts (CPMC) \[16\] and edge \[7\]. In the rCNN paper \[5\], the authors choose selective search as proposal generation algorithm due to its fast computational time. In this paper, we will choose a new published algorithm named edge instead of selective search for object detection.

Other people also develop weakly supervised learning \[17\] and deformable CNNs \[18\] to detect objects last year.

3. Approach

In this section, we will cover the details of our object detection model.

3.1. Proposal generation

In this paper we will use the edge boxes as our proposal generation algorithm. The basic idea of edge boxes is that this algorithm generates and scores the proposal based on the edge map of the image. Specifically, in the first step we should generate an edge map with a structured edge detector where each pixel contains a magnitude and orientation information of the edge.

Then we group the edges together by a greedy algorithm where the sum of orientation of all the edges in the group is less than $\pi/2$. After that, we will compute the affinity between two edge groups which is important for the score computation.

Next, for a given bounding box, we will compute the score of the bounding box based on the edge groups entirely inside the box.

At last, we use the non-maximal suppression to merge the bounding box to get the proposals.

Compared with the selective search which has been chosen in the rCNN, \[8\] shows that for VOC 2007 dataset, the mAP of edge boxes is 31.8% which is slightly larger than selective search with mAP as 31.7%. One advantage of edge boxes is that the runtime is much faster than the majority of the proposal generation schemes. For edge boxes, the average runtime is 0.3 seconds while for selective search as 10 seconds. Therefore, the edge boxes decreases the time complexity without degrading the performance. Hence, we choose the edge boxes as the proposal generation algorithm.

3.2. Training procedure

In this paragraph, we will describe preparing our training data and fine-tuning caffe model. As we mentioned in section 1 for compensating the removal SVMs from the rCNN, we will carefully design our training data, especially for the background data.

In the rCNN model, the authors train both CNN and class specific SVMs using different training data set. For CNN, they choose the bounding box with IoU (intersection over union) larger than 0.5 as positive data, others as negative (background) data. For SVMs, they use the ground-truth as positive data to improve localization precision, IoU less than 0.3 as negative data and ignore all the rest of cases.

In our approach, all the training data are extracted from the raw images. As we eliminate the SVMs, we did not choose IoU as 0.5 to split positive and negative (also known as background) data for CNN, because that would decrease the performance of localization. Our schemes are as follows. For the detection problem, during the test time, the number of background proposals is typically much larger than that of the positive proposals. Hence, intuitively, we need more background data compared with positive data for training. So, we collect background data four times larger than the positive data. Note that we will not add more back-
ground data, since it will make the training dataset imbalance and, therefore, harder for a classifier to classify it.

Then we divide the background data into four folders 1,2,3,4. For folder 1, the IoU with ground truth are between 0.5 and 0.7, for folder 2, the IoU with ground truth are between 0.3 and 0.5, for folders 3 and 4, the IoU with ground truth are less than 0.3. In the case of positive data, we randomly extract a region from raw image, if the IoU with ground truth is larger than 0.7, it is a positive data with the same class label as the ground truth. The last step is shuffling all the data. By designing the training data in this way, we can suffer a precise localization without class specific SVMs.

The next step is fine-tuning the pre-trained CNN models using the generated training data as we described above. We choose the CaffeNet model as our pre-trained model. This model is a replicate of AlexNet, having 5 convolutional layers and pre-trained on the ILSVRC2012 dataset. We change the output number of last layers to 21 (for VOC 2007 dataset, 20 object classes plus 1 background class). We will describe the process and results for tuning the CaffeNet model.

3.3. Testing procedure

In the testing time, we firstly generate regional proposals by edge boxes, and then perform the forward pass for all of the proposals through the fine-tuned CNN. Note that since the input size of CaffeNet model is fixed as $227 \times 227$ pixels, the proposals with different shapes are resized to the required shape before forward pass.

After that, we will extract the output of the softmax as a 21-element vector for each proposal, with each entry in the vector represent the confidence of the corresponding proposal in each class.

The we employ the non-maximum suppression (NMS) algorithm to ignore the redundant proposals. The basic idea of this algorithm is that sort the proposals by the confidence (also known as score), and then ignore the proposals overlapping with a higher-scored proposal. The threshold of the overlap is typically defined as the IoU between two proposals. Note that the IoU threshold will affect the performance of our detector, which should be tuned carefully to achieve the best performance.

To evaluate the performance of the detection, we use the mean average precision (mAP). The mAP equals to the integral over the precision-recall curve $p(r)$.

$$mAP = \int_{0}^{1} p(r)dr \quad (1)$$

To determine the precision-recall curve, we need to compute the true positive and false positive value of our prediction first. We use the IoU (intersection of union) to determine the successful detection by

$$IoU = \frac{A_{pred} \cap A_{gt}}{A_{pred} \cup A_{gt}} \quad (2)$$

where $A_{pred}$ and $A_{gt}$ are the areas included in the predicted and ground truth bounding box, respectively. Then we designate a threshold for IoU, for example 0.5, if the IoU exceeds the threshold, the detection marked as correct detection. Multiple detections of the same object are considered as one correct detection and with others as false detections. After we get the true positive and false positive values, we can compute the precise-recall curve, and then evaluate the mAP. Details about the error analysis can be found in [19].

3.4. Baseline model

As the baseline, one approach of generating proposal we experimented is using features, [10] The process of localization and classification are separated. Firstly, HOG features, a binary-classification SVM and Non-Maximum Suppression are used for localisation, and then result boxes from the previous process will be classified by CNN.

When in the training process of the SVM, comparable numbers of object and background boxes are used. HOG features of such boxes are passed into the SVM to train the weights. SVM will determine if one box contains objects or only background.

In the testing process, HOGs of sliding windows of threes shapes and three scales are passed into the trained SVM to obtain scores on each label. Then, NMS is used to take away bounding boxes that overlap others with higher scores. The proposals remained after this process will be the localization of the objects. These region will then passed into the CNN for classification. The mAP we obtained based on this model is 22.6%.

For more detail of this model, please have a look as our CS 231A final project report.

4. Experiment Results

4.1. Dataset description

We adopt the VOC 2007 dataset in our project, which is a popular dataset for classification, detection and segmentation [20]. This dataset contains 5011 images for the task of detection and classification. All the images are divided into training set and validation set. For the training dataset we have 2501 images, and 2510 images for validation.

The objects in the dataset can be classified into 20 classes. Each image contains more than one object which are not necessarily in the same class. The total number of objects in this dataset is 12608, with 6301 in training dataset and 6307 in validation dataset. On the average, there will be 2.51 objects per image. Therefore, this dataset is an appropriate choice for detection problem. In addition, the objects
can be also described by the regular objects and difficult objects. The difficult objects are typically not clearly visible such as occluded by other objects. These objects marked as difficulty can not be simply classified or detected without additional information such as the view of the image. This is beyond the topic of this project. Therefore, in our project we ignore the difficult objects as most other works did.

As we mentioned in the previous section, we have preprocessed the training data as well as validation data for fine-tuning CNN. We have generated 30120 training data with 6024 positive images labeled by 20 classes, and 24096 background images. Also, we get 30232 validation data with 6064 positive images and 24168 background images. Fig. 2 illustrates the samples of resized training data with positive and negative labels.

For the test data, the VOC 2007 has released the whole test dataset with 4952 images and the corresponding ground truth bounding box for each object. There is no object labeled as “difficult” in the test dataset.

As we mentioned in the previous section, we have preprocessed the training data as well as validation data for fine-tuning CNN. We have generated 30120 training data with 6024 positive images labeled by 20 classes, and 24096 background images. Also, we get 30232 validation data with 6064 positive images and 24168 background images. Fig. 2 illustrates the samples of resized training data with positive and negative labels.

For the test data, the VOC 2007 has released the whole test dataset with 4952 images and the corresponding ground truth bounding box for each object. There is no object labeled as “difficult” in the test dataset.

Figure 2: The samples from training data with all images resized into $256 \times 256$ pixels. The first two rows are positive image, and the second two rows are negative images.

4.2. Fine-tuning Caffe

The goal of the training process is to fine-tune the pre-trained CaffeNet model on our dataset. Our strategy is that first we have frozen all the layers except for the last layer (softmax layer), then use a relatively aggressive learning rate to train the last layer from scratch. This procedure is equivalent to use the 4096 dimension CNN features to train a softmax classifier. We initialize the learning rate as 0.001 and decrease the learning rate by a factor of 0.9 after every 2000 iterations. After the 10000 iterations, the validation accuracy is 0.780875, with loss as 0.758219.

Then for the next step of fine tuning, we release all the layers, and train them together. Here, we choose a relatively small learning rate initialized as 5e-6, and decrease the learning rate by a factor of 0.9 after every 2000 iterations. After 30000 (40000 in total) iterations, we can get the the validation accuracy as 89%. And the loss is 0.4474, as Fig. 3 shows.

Figure 3: The accuracy and loss for the fine-tuned CaffeNet for VOC 2007 object detection task.

4.3. Testing results

In the testing procedure, we first generate proposals for each test image by edge boxes. The average run time for each image is around 0.3 seconds. However, for each image the number of proposals ranges from 2000 up to 6000. We use the terminal GPU+Caffe instance, the forward pass for each proposal takes roughly 54 ms per proposal and around 1.8 to 5.4 minutes per image (including the time of load and save files). Based on the analysis above, we can conclude that for the worst case the total runtime for pass all the test images is roughly 445.68 hours. Hence, for this course project, we need to reduce the number of proposals per image heuristically.

We find that VOC 2007 test dataset, most of the objects are large. Therefore, we can remove the proposals with tiny area which is generally impossible to be good candidates.
for object bounding boxes. We also further test that if we cut down the proposals with area smaller than 2000 square pixels (which equals to 44.7×44.7 pixels image), the total number of proposals are reduced to around 2000 per image, i.e., almost half of the proposals generated by edge boxes are tiny. Therefore, considering most of the object are large in test dataset, to speed up our calculation, we can safely remove the proposals with its area smaller than 2000 square pixels without degrading the performance too much.

Then we pass all the proposals to the CNN and get the softmax scores for each proposal. Next, for each class, we perform the NMS, to eliminate the overlapped proposal. At last we compute the mAP. Note that we have find that the mAP depends on the the threshold of IoU in NMS. Therefore, we have tuning the IoU from 0.1 to 0.5, and then find that IoU = 0.4 yields the best mAP performance as 0.3722. The mAP can be further improved by ensembling choose the maximum average precision for each class compared among all the IoU values, we can improve the mAP to 0.3738. The results are summarized in Table 1. The precise-recall curve for all of the 20 classes in the case of IoU = 0.4 are listed in the Appendix 1. And several example detections in Appendix 2.

4.4. Performance analysis and further improvement

From the above results, we can find that in the following classes, the performance of our model degrades heavily. These classes are bottle, chair, pottedplant and sheep. The average precision for those classes are around 20%. After checking the test data set carefully, we have found that the objects belong to these classes are relatively small. This is why the performance is not as well as we expected. We have choose the two images in the test dataset to illustrate this phenomenon in Fig. 4a. We can observe that, in the above figure, the two sofas are tiny and the detector is not able to recognize them. It mislabeled a person and a bottle. On the other hand, the large chair is detected with high confidence.

To increase the performance, recall that to save time, we have heuristically discard the proposals with area less than 2000 square pixels. This may induce the poor performance in detecting tiny objects.

Besides, the pre-trained CNN model we adopt here is not deep enough. If we switch to the deeper network such as VGG, the confidence as the output of CNN will be better. Additionally, the data augmentation could be another choice to improve the performance.

At last, to improve the accuracy of localization, we can further adopt the regressor as [5] does. Also, we can add more ground truth data as our training data, therefore, the network will prefer the bounding box close to the ground truth.

5. Conclusion

Overall in this project, we have learned hands on experience in working with CNN such as debugging network, transfer learning and working with Caffe. We also adopt the CNNs to solve the detection problem and try to improve the exist model such as rCNN.

In this paper, we provide a new model for object detection based on CNN. In this model, we use the edge boxes algorithm to generate proposals, and use a fine-tuned the CaffeNet model to generate the score for each proposals.

Table 1: The mAP performance of our model. Each column in the table corresponding to the average precision for each class, and the mAP is the mean of the average precision for all the class. The IoU denotes the overlap threshold in NMS. When IoU=0.4, we can achieve the best mAP as 0.3722. After ensemble the results from various IoUs together, we get 0.3738 mAP.
Then, we merge the proposals by NMS. Our model achieves the 0.3738 mAP on VOC 2007 dataset. To further improve this model beyond the scope of this project, we will use all the proposals generated from the edge boxes rather than throw the tiny proposals as we do in this paper. Furthermore, we will change a more deeper network to increase the accuracy of classification as well as to add the ground truth bounding boxes into the training data to improve the localization accuracy.

6. Appendix

6.1. Precise-recall curve for IoU=0.4

6.2. Example detections

Here are several example detections. The red boxes are the detected bounding box with the class and confidence associate with each box.
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