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Abstract

When humans look at an image they not only understand
the subject matter, they also make a number of subjective
assessments about it such as aesthetic quality, emotional
intensity, creativity, etc. In this work we attempt to classify
images based on their aesthetic appeal. Much like image
recognition, the features which comprise a beautiful image
are difficult to describe and quantify by hand. Thus we use
convolutional neural networks to automatically learn fea-
tures and evaluate images. Our system is more accurate
than previous systems on the same dataset.

1. Introduction
In most computer vision tasks we tend to think of im-

ages as digital dark matter, a rich but inaccessible medium
to be mined for information. These typical tasks involve
some sort of recognition (e.g objects, digits, poses, faces,
etc.) or analysis/processing. However, when we as humans
look at images we think about more than just their subject
matter, we also see whether the images are visually interest-
ing and aesthetically pleasing. Photography as a visual art
is as much concerned with composition, texture, color, light
and shadow as it is with the subject matter. Similar to the
problem of object recognition, the features which comprise
an aesthetically pleasing/displeasing image are difficult to
completely describe or quantify.

A system that can automatically evaluate image aesthet-
ics has many potential applications. For example, such a
system could be used as a module in an information retrieval
system to filter or curate high quality images. It could be in-
corporated into cameras and phones as a way to help people
take better photos, or improve consumer camera features
such burst mode photo selection and automatic retouching.
Aesthetic quality also has a relationship to image popular-
ity so it could be used in marketing and content creation
settings (for example we could incorporate this into a sys-
tem built to predict photo popularity on Instagram, 500px,
or other photo sharing services).

Previous work in aesthetic evaluation of images has re-

lied on generic image features, or hand crafted aesthetics-
related features.Convolutional neural networks (ConvNet)
have revolutionized the field of image classification by be-
ing able to learn complex features that can be used to create
far more expressive representations of images than tradi-
tional hand-crafted features. In this work we will investigate
using ConvNets to classify aesthetic images.

2. Related Work
Computer vision scientists have done a quite a bit of

work in trying to quantify the aesthetic quality of images.
Early approaches tried to hand-craft features based on pho-
tographic intuitions. They used low level features such as
such as spatial distribution of edges, color histograms, blur
[4] and high level features such as salient object detection,
rule of thirds, depth of field [1] to build classifiers which
performed quite strongly on their respective datasets.

In 2012 Murray et al. introduced the AVA dataset which
is a large scale dataset of images with aesthetic ratings. In
their original work they formulated a binary classification
problem and established the experimental settings which we
use in this work (described in sections 3.1 and 3.2). They
trained an SVM with Fisher Vector signatures computed
from SIFT descriptors which achieved a maximum of 67%
accuracy [7].

Recent work done by Lu et al. showed state of the
art aesthetic classification performance using convolutional
neural networks [6]. Lu et al. used the AVA dataset and
same experimental settings as [7] and was able to achieve a
classification accuracy between 60.25% and 71.2% on this
dataset using single column convolutional networks. Their
most accurate architecture contained 4 convolutional layers
and 2 fully connected layers. The convolutional layers each
contained 64 kernels, of sizes 11, 5, 3 and 3 respectively and
the fully connected layers contained 1000, and 256 neurons
respectively. They achieved a maximum of 74.46% accu-
racy using a specialized dual column network where one
column is the same as their original aesthetic classification
network and the second column is used to classify image
style which they then combine into a single aesthetic pre-
diction.
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3. Approach
3.1. Problem Formulation

In general, aesthetic evaluation on our dataset would be a
regression problem where given an input image I we want
to output an image score between 1 and 10. For our pur-
poses, however, (and in order to be able to compare re-
sults with previous work), we will treat the problem as bi-
nary classification. Given and image I output “HIGH” or
“LOW” to signify whether the image has high aesthetic
quality (equivalent to score > 5 + δ in the general case
where δ is some parameter we chose to reduce ambiguity)
or low aesthetic quality (score ≤ 5− δ in the general case).
In our experiments we have fixed δ = 0

3.2. Dataset

We are using the recently developed aesthetic visual
analysis (AVA) dataset [7], which contains roughly 250
thousand images of various sizes and subject matter along
with aesthetic rating metadata. The images are collected
from a photography competition website called digital pho-
tography challenge where users submit their photographs
to various competitions and the photos are judged by other
members of the site. Each photo in the dataset is rated on a
scale of 1-10 based on its overall appeal for the given con-
test theme by on average of 200 site members. While there
is certainly more to a beautiful photograph than purely vi-
sual attributes, (e.g. creative subject matter, emotional im-
pact), we will use these user ratings as our ground truth.
Since the images are collected from this contest format there
is some control for subject matter variation since each con-
test has a theme such as boats or flowers which all submis-
sions must relate to. We obtained most of the data (some
links were broken) and separated out 200k training images
(roughly 60k negative and 140k positive examples) and 20k
test images (roughly 6k negative and 14k positive examples)
as defined the AVA dataset specification[7]. In figure 1 we
see the distribution of ratings in the dataset looks roughly
Gaussian around a mean of 5.38.

3.3. Data preprocessing

As described in several of the earlier works on compu-
tational image aesthetics [4, 1, 6], there are both local and
global characteristics that lead to an overall aesthetic effect.
Local characteristics include noise, blur and contrast while
global characteristics include composition features such as
rule of thirds, foreground/background separation, depth of
field etc. Since our raw input images are not of any set
size or aspect ratio, we need to perform some preprocess-
ing and data augmentation in order for our ConvNet to be
able to properly pick up on these global and local charac-
teristics. Based on the steps suggested in [6] we resize our
images in two ways. The first way is by simply warp the
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Figure 1: Distribution of Ratings

image to be 256x256 without regard to aspect ratio simply
downsampling to get the right size (see 2d). Since warping
or down-sampling the image too aggressively may destroy
some salient aesthetic features the second way was to take
random 256x256 crops from the full size image, thus we
lose no detail to down-sampling (see 2(b,c)).

During training we augment the data further by first sub-
tracting the mean image and taking random crops according
to the input size of the network and applying horizontal mir-
roring.

3.4. Models

3.4.1 CaffeNet

We started with the CaffeNet model[3] which is a variation
on the well known AlexNet architecture [5]. This model
contains 5 convolutional layers and 3 fully connected layers
and we replaced the final fully connected layer with a 2-
neuron layer since our problem is binary classification. The
network was initialized with ImageNet weights and all lay-
ers were finetuned (the learning rate on the initial layers was
lower as not to completely disrupt the ImageNet weights).
The network was trained over 100k iterations with batch
size 100.

3.4.2 VGG

We then tried VGG16 the very deep network from Si-
monyan et al. [8]. This is a very powerful model which
contains 13 Convolution, 3 Fully Connected layers. Once
again we replaced the last layer with a 2-neuron layer since
our problem is binary classification. The network was ini-
tialized from ImageNet and all layers were finetuned. This
model proved more difficult to train than CaffeNet as the
initialization was very easy to disrupt sending the train-
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(a) Original (b) Random Crop 1 (c) Random Crop 2 (d) Warp

Figure 2: Example Resizing

ing loss to extremely high values after the first few iter-
ations. We reduced the learning rate in order to prevent
this. Furthermore the model is very computationally expen-
sive to train, its memory requirements forced us to reduce
batch size to 10. Due to time constraints the network was
trained over 100k iterations. Because of these training chal-
lenges we believe this model can perform much better given
slightly better hyperparameters and computational budget.

3.4.3 PReLU

Finally we tried replacing the the CaffeNet ReLU with a
PReLU [2] which is a parameterized ReLU which learns
a slope for inputs less than 0 instead of just thresholding
them like ReLU. This model was trained for 60k iterations
and the PReLU parameter was initialized to constant 0.1

4. Experiments & Results
4.1. Comparing Preprocessing Strategies

Warped Random Crops
76.82% 74.10%

Table 1: CaffeNet accuracy on different resize strategies

The first experiment was to train the CaffeNet model
using the squashed and random crop resize strategies (see
section 3.3) and compare results. Table 1 shows the accu-
racies. We were slightly surprised with these results since
we expected, based on the results of [6], that random im-
age crops would outperform warped images. (Since much
of the discriminatory power of ConvNets comes from local

features). However we believe this may have occurred since
we initialized our CaffeNet model with ImageNet weights
while [6] trained from scratch. Since ImageNet input im-
ages are downsampled, not randomly cropped, there would
be a difference in scale for the features that the ImageNet fil-
ters have been trained to pick out so naturally they wouldn’t
work as well on these non-down sampled crops.

4.2. Comparing Models

SVM [7] ConvNet [6] CaffeNet PReLU VGG16
67% 74.46% 76.82% 75.51% 77.07%

Table 2: Test Accuracies for various models

In this experiment we trained the CaffeNet, VGG16 and
CaffeNet + PReLU models on the warped images. Table 2
shows the accuracies for each as well as the best reported
accuracies on the same test set from [7] and [6]. We see
that all three of our models beat previously reported results.
There are two main differences in our approach. First the
models are larger than those in [6] both in terms of number
of layers and in terms of number of kernels in each layer,
second our models are finetuned rather than trained from
scratch.

Interestingly we see that PReLU actually performs worse
than plain CaffeNet. This is likely due training issues. The
weights we transfered from ImageNet were trained on a
ReLU network but in PReLU network we initialized the pa-
rameter to a constant thus we had to reduce the learning rate
to not destroy the weights, but this in turn made training
much slower.
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We see that VGG16 achieves the best performance, but
that it is not very much higher than CaffeNet. This is al-
most certainly due to hyperparameter selection. As men-
tioned in the Model section, VGG16 proved quite sensitive
to changes in learning rate but due to computational expense
we were not able to do a thorough search.

4.3. Example Classifications

The following images were classified with the the Caf-
feNet model. Figure 3 shows a sample of images with the
highest probability to be labeled as highly aesthetic. We
see that all three of these images look like highly processed
HDR photographs. They contain a lot of micro contrast, and
smooth color gradients.

Figure 4 shows a sample of images with the highest prob-
ability to be labeled as not aesthetic. These images stand in
stark contrast the the highly rated ones. They lack vivid
color, are not as sharp and the middle image contains a lot
of black pixels.

Figure 5 shows a selection of images which the classified
misclassified. These three misclassification examples reveal
the short comings of this ConvNet approach. In figure 5a we
see that the classifier predicted that the image would be low
quality while the ground truth label said it was highly aes-
thetic. This image is difficult because it is a very stylized
still life. We clearly recognize the dramatic lighting and the
sharp contrast of the fruit against the black background as
creative stylistic choices, however the ConvNet has no such
notion. In figure 5b we see the classifier classifies this im-
ages as low, but it is labeled as high. This image contains
a lot of black pixels but it also has a mean rating of 5.005.
It’s a good representative of them many borderline or am-
biguous images in our dataset. Human evaluators couldn’t
decide on this image and neither could our classifier. The
third mistake is in figure 5c. We see that the classifier rated
this image highly but on line it is rated as low. The ConvNet
is likely influenced by the fact that the sky has a lot of con-
trast and color but it doesn’t understand that the foreground
is underexposed.

5. Conclusion
We have shown that convolutional neural networks can

achieve very good results in binary classification of aes-
thetic images. In our experiments we have seen the effec-
tiveness of transfer learning and the impressive generality of
these models. We confirmed our intuition that the network
will tend to look at local textural features and we saw the
shortcomings of this since the network does not truly un-
derstand style, exposure and other photographic principles.
We also found that mean rating is perhaps not the best way
to measure and predict the aesthetic value of a photo since
there is not much variance in our dataset. On clear next step
would be to turn this from a binary classification problem

into a regression problem and see how the model performs.
However a more interesting future direction might be to try
and predict distributions of ratings on images, such a sys-
tem would capture more of the divisions in people’s taste.
Another interesting direction would be to incorporate more
metadata so that a classifier can have context that an image
is for example, a certain style. Finally it might also be in-
teresting to add some global photographic features, such as
rule of thirds, into the classifier so that it might complement
the local textural features of the ConvNet.
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Figure 3: Sample of most likely to be highly aesthetic

Figure 4: Sample of most likely to be low aesthetic

(a) Predicted=0, Label=1 (b) Predicted=0, Label=1 (c) Predicted=1, Label=0

Figure 5: Sample of misclassified images
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