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Abstract

Users upload nearly as many photos reviews as they
write restaurant reviews on Yelp. At review time, they have
the option of commenting upon attributes of the restaurant
such as whether the restaurant is good for lunch or whether
it has a classy ambience. We use various approaches with
convolutional neural networks to label businesses with at-
tributes using the photos of the businesses in this task of
multiple instance multi-label learning. The data, provided
by Yelp and Kaggle as part of the Yelp Restaurant Photo
Classification Challenge, consists of over 200,000 train-
ing images and 1996 training businesses as well as over
200,000 test images and 10000 test businesses, with a var-
ied distribution of labels over businesses.

While attempts to simplify the task down to single in-
stance multi-label learning did not prove fruitful, utilizing
transfer learning with CNNs pretrained on ImageNet fol-
lowed by an SVM Classifier resulted in a 0.79 F1 score, a
58% increase from a random guesser baseline. Labels that
proved hardest to predict included ”good for lunch” while
the best performing label was ”has table service”. Fu-
ture work could include finetuning the transfer learning and
SVM classifier pipeline, exploring model ensembles, and ex-
perimenting with other pretrained networks.

1. Introduction
Besides writing restaurant reviews on Yelp, a site where

users can review businesses, Yelpers upload photos indica-
tive of the restaurants they are writing about. For example,
patio seating indicates the presence of outdoor seating. A
bar area would hint at the restaurant serving alcohol. A pic-
ture of a sizable portion of food in daylight could indicate
the restaurant is good for lunch. Typically, users have the
option of manually entering in these fields at review time,
but it is not compulsory. As a result, some restaurants are
left partially categorized or even un-categorized.

Rather than rely on a user who may not manually fill
in all the labels at review time, the goal is to utilize user-
uploaded photos to automatically label restaurants with de-

scriptive attributes for the benefit and convenience of not
only users but also restaurants.

The input to our algorithm is two-fold: businesses rep-
resented by IDs and their associated images. We first use
a convolutional neural network to extract features from the
images. Then, for each business, we represent the associ-
ated business as a conglomeration of its images, for exam-
ple, by taking the mean of all related image features. We
then train a linear SVM classifier to output a predicted vec-
tor of labels for each business.

This problem is an example of multiple instance learn-
ing meets multiple label classification. Instead of having
labels for every data point as in vanilla supervised classifi-
cation, we have labels for sets of instances or ”bags”. In-
stead of classifying a single data point with a single class
as in vanilla multi-class classification, we classify a set of
instances with vector of binary labels. Here, our instances
are images, where sets of images represent a business which
has a label vector.

2. Related Work

2.1. Multiple Instance Multi-label Learning

Zhou et al. [14] proposed two ways of taking the multi-
ple instance multiple label (MIML) problem: MIMLBoost
and MIMLSVM. MIMLBoost assumes the labels are inde-
pendent, thus predicting each independently. MIMLBoost
also assumes that all instances in a bag contribute indepen-
dently and equally to the label of the bag, MIMLSVM con-
siders the relationships between each bag through cluster-
ing at the bag level and decomposes the multi-label learn-
ing problem into multiple binary classification problems. It
is clever to cluster the different bags as knowing that two
bags are similar could aid in predicting the labels, however
depending on the size of the dataset, this could be compu-
tationally expensive. Though the MIML algorithms pro-
posed outperformed other state-of-the-art algorithms, espe-
cially for the scene classification dataset of images, a con-
volutional neural network perhaps could take advantage of
the the image data and perform even better.

In contrast, Cheplygina et al. [2] represent each bag by
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a vector of its dissimilarities to other bags and treats the
vector of dissimilarities as a feature representation. While
such an approach performs well, the dissimilarity function
is unique to the distribution and size of a given dataset.

2.2. Multiple Instance Learning with Convolutional
Neural Networks

Kraus et al. [4] experimented with utilizing global pool-
ing layers with fully connected layers in a convolutional
neural network to not only learn relationships between in-
stances of the same class, but also to learn relationships
between classes. This was done using an adaptive Noisy-
AND pooling function which activates a bag level probabil-
ity once the mean of instance probabilities reach a certain
threshold. Strengths of this approach are how the network
is trainable end-to-end, as Kraus et al. utilized a non-linear
back-propagation approach in multiplying the pooling acti-
vation for each class, as well as a learnable threshold of the
Noisy-AND pooling function for each class. A weakness
that the authors note is that the dataset likely includes mis-
labeled samples, and the total number of samples, though
augmented with various different crops, was not large: one
dataset used contained about 20 images per class.

Another convolutional multiple instance learning ap-
proach was proposed by Pathak et. al [7] where the task is to
learn pixel-level semantic segmentation through instance-
level labels signaling the absence or presence of an object
in the task of weakly supervised image segmentation. In
the case of this paper, the bag-level label is the image la-
bel, whereas each instance is a pixel. While the modified
and finetuned VGG 16-layer net used results in a 96% rel-
ative improvement over the baseline, the predictions are
larger and more vague than the ground truth. While for
our dataset we only have bag-level labels, by passing our
instances through award-winning convolutional neural net-
works pretrained on ImageNet, we can essentially recover
instance-level labels with relatively high confidence of ac-
curacy.

2.3. Multi-label Learning with CNNs

Wei et al. [13] proposes a model to predict multiple la-
bels for images using a CNN pretrained on a large-scale
single-label dataset such as ImageNet, aggregating predic-
tions from different object segment hypotheses using max
pooling. It is interesting that max pooling is used to pro-
duce the multi-label predictions and not average pooling,
as max pooling could possibly discount various hypotheses
whereas average pooling would take into account all hy-
potheses.

2.4. Transfer Learning

The results of Razavian et al. [9] suggest that using fea-
tures extracted from deep learning with convolutional nets

to use as image representations results in competitive re-
sults compared to highly tuned state-of-the-art systems in
visual recognition tasks using a wide variety of datasets.
Shin et. al [11] also explore cross-dataset transfer learning
using AlexNet [5] and GoogLeNet [12] with medical image
datasets, finding that as the complexity of the CNN model
increases, so does the accuracy level. Both Razavian et al.
and Sermanet et al. [10] propose a CNN-SVM pipeline
when using transfer learning. While the off-the-shelf CNN
representations perform well used simply as feature extrac-
tors, finetuning could possibly increase performance even
more. However it is promising that with no finetuning, fea-
ture extraction provides such a boost in a wide variety of
image tasks.

3. Methods

3.1. Single Instance Multi-label Learning

The first proposed algorithm is to decouple labels from
businesses and assign the labels to each business’ associated
images, and feed the images through a pretrained network
with a modified output layer, finetuning based on the gold
labels for images rather than the gold labels for businesses.

Figure 1. Mapping business labels to images and using them to
finetune a pretrained network with modified end layers.

This is not a perfect assumption, as one cannot assume
that all photos of a business are indicative of all labels, for
example, a restaurant good for lunch and dinner may have
two photos validating one label each, but the lunch photo is
not indicative of dinner and the dinner photo is not indica-
tive of lunch.

The reasoning is that since a neural network is made up
of matrix operations, the aim is to create a trainable end-
to-end network without worrying about having to map busi-
nesses to images during the process of training.

Since this is a case of multi-label learning, we utilize a
cross-entropy objective function by which we base our loss
and gradient updates on.

−
∑
labels

~t ∗ log(~p) + (1− ~t) ∗ log(1− ~p) (1)

where p represents the predicted vector of labels and t
represents the target vector of labels.
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In the network itself, we scrap out the typical softmax
output layer for a sigmoid layer followed by a custom
threshold layer as the output layer. Since the output of the
sigmoid layer is in the range of [0,1], we interpret these
numbers as probabilities of each label. The threshold layer
rounds the probabilities from floats to 0 or 1, resulting in an
output of a binary vector corresponding to each of the nine
labels for each image.

Once training has completed, we take the mean of pre-
dicted labels over all related images to represent the labels
for a particular business. The values are then rounded to
their nearest integer. This method was implemented using a
combination of Nolearn [6] and Lasagne [3].

3.2. MIML with Transfer Learning + SVM

The second proposed algorithm is to utilize transfer
learning paired with a linear Support Vector Machine Clas-
sifier in an instance of multi-instance learning. The ”Food”
category in ImageNet has 1495 subcategories and 1,001,000
images in total. The subcategories include beverage, dish,
course, wheat, milk, and more. The dataset provided by
Yelp and Kaggle, in comparison, comprises of 234,842 im-
ages, which is 23.46% the amount of food images in Im-
ageNet. The food images in ImageNet extremely similar
to the images Yelp users upload with their reviews, which
influenced the decision to utilize transfer learning.

We fed images through networks pretrained on Ima-
geNet until the penultimate layer (or even the layer be-
fore that) so that instead of a softmax probability over
all ImageNet classes, we obtained a ”code” vector for
each image. In the case of VGG CNN-S, we obtained
a 4096-dimensional code for each image when extracting
from the sixth and seventh fully-connected layers, and for
GoogLeNet, 1000-dimensional or 1024-dimensional code
for each image when extracting from the penultimate or
third-to-last layer of the network.

Having obtained these codes or features for each image,
we must then relate the images to their associated network
by merging the relevant image features together. We exper-
imented with taking the mean and max of relevant images
to represent the relevant business. By taking the mean, we
thus represent each business by its ”average” image feature.
By taking the max, we represent each business by the max-
imum features over all of its images.

Having converted our image features into business fea-
tures, we then can train an SVM classifier to predict 9-
dimensional vectors for each business, where each of our
nine labels receives a 1 or 0 score relating respectively to
the presence or absence of a label. This is a case of multi-
label learning, in comparison to multi-class learning where
we predict one class out of multiple class options. We use
a one-vs.-rest or one-vs.-all multi-label strategy of training
one classifier per label, where the classifier in question is

Figure 2. Three-stage transfer learning pipeline.

a linear SVM classifier. By using one classifier per label,
the task is reduced to multiple cases of binary classifiers
predicting an output of 1 or 0 for a given label for a given
business.

For each label, we seek to find a hyperplane dividing pos-
itive examples (businesses with a certain label) from nega-
tive examples (businesses without a certain label). We seek
to train the following linear mapping which gives us our
score of whether a label should be present or not:

f(xi,W, b) = Wxi + b (2)

where xi is a given business feature vector, W is a matrix
of weights, and b is a bias vector. The SVM utilizes the
hinge loss in order to measure performance:

l = max(0, 1− y · ŷ) (3)

When the predicted label (̂y) is equal to the actual label
y, the loss is 0. When the predicted label is incorrect, the
loss is 1. The SVM updates its weights and biases based on
the gradient of the loss.

All methods were implemented with Lasagne [3] as well
as the scikit-learn [8] library and were executed on NVIDIA
GRID K520 GPU. The networks, VGG CNN-S [1] and
GoogLeNet [12], and their pretrained weights were ob-
tained from Lasagne’s Model Zoo.

4. Dataset
Yelp provided a set of training images, test images, map-

pings from images to businesses for both the training im-
ages and test images via Kaggle, and labels for training
businesses. The training dataset comprises of 234,842 train-
ing images and 1996 businesses, while the test dataset com-
prises of 237,152 images and 10,000 businesses.

In reality on Yelp in the ”More business info” section,
there can be up to 22 labels. For this competition with Kag-
gle, the set of labels was limited to a size of 9. The labels
are described below:

While training the SVM Classifier, we utilized 80% of
the training businesses to train on and the remaining 20%
as a validation set.
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Label # Label Name
0 good for lunch
1 good for dinner
2 takes reservations
3 outdoor seating
4 restaurant is expensive
5 has alcohol
6 has table service
7 ambience is classy
8 good for kids

Table 1. A subset of Yelp’s Business Info section used for the Yelp
Kaggle competition as labels for businesses.

The images are user-uploaded photos in a variety of res-
olutions and sizes: some photos are in portrait mode, others
in landscape. Some are shaped like a square, Instagram-
style. To account for this variance in sizing, we performed
data preprocessing in the form of resizing all images to 224
x 224.

When comparing images with the labels of their busi-
nesses, there are some labels a human can easily intuit from
the image, and others not so much. When shown a picture
of an alcoholic drink, it is easy for a human to say that the
associated business has alcohol. A sandwich paired with
good lighting could indicate a business is good for lunch.
But some images are not so intuitive.

Figure 3. Training photos whose
businesses are labeled as good
for outdoor seating.

Figure 4. Training photos whose
businesses are labeled as having
table service.

Not all images are of food. There are images of cooks
with children associated with an image that is good for din-
ner, has alcohol, and a classy ambience. There are pictures
of menus, which are helpful when one wants to know what
the business serves, but not so much if we are performing
image classification and not paying attention to words in im-
ages. There are also images of certificates or awards, which
similarly to images of menus, are helpful when one is look-
ing for a good bite to eat.

Some of the labels are difficult to guess when shown a

Figure 5. Distribution of labels across training businesses.

subset of photos from a business. Picking out that a busi-
ness has outdoor seating is difficult when the majority of the
photos are of food and not of the surrounding scenery. A
similar problem arises when deciding if a restaurant offers
table service. Most restaurants have tables, most images of
food have a table underneath, but you do not know for cer-
tain whether a restaurant has table service unless you see a
waiter. Many businesses with a classy ambience have pho-
tos that are poorly lit with neon lights, but this is true for all
classy businesses.

As we can see from the above chart, most of the training
businesses, 68% in fact, were labeled as having table ser-
vice. In contrast, only 34% of the businesses were labeled
as being good for lunch. The two labels with less train-
ing data per say are restaurant is expensive and ambience is
classy, but the performance for those two labels are higher
by about 10% than the performance on good for lunch.

5. Experiments
5.1. Evaluation

The evaluation metric for this competition is the mean
F1 score, which measures accuracy based on precision, the
ratio of true positives (tp) to all predicted positives (tp + fp)
and recall, the ratio of true positives to all actual positives
(tp + fn).

F1 = 2
p ∗ r
p+ r

(4)

where
p =

tp

tp+ fp
(5)
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r =
tp

tp+ fn
(6)

5.2. Naive Baseline

Yelp implemented two baselines. The first is a naive
guesser which makes a random assignment for each at-
tribute with equal probability, resulting in a score of 0.4347.
The second is sort of a nearest neighbor algorithm–it com-
pares color distribution of all images of a test business
and compares it to the average color distribution of busi-
nesses with positive attribute values and negative attribute
values respectively, assigning the value with a more similar
color distribution to the test business. The resulting score is
0.6459.

We implemented a version of Yelp’s random guesser
baseline in Python which generates nine random numbers
from a uniform distribution and then thresholds: num-
bers greater than 0.5 are thresholded to 1 otherwise to 0.
This random guesser, similarly to Yelp’s version, achieves
0.41337 F1 score on a validation set of 400 businesses and
0.41520 score on the test set of 10000 businesses.

5.3. Single Instance Multi-label Learning

5.3.1 Smaller Neural Networks

Before utilizing a pretrained network, we wanted to exam-
ine the performance of smaller neural networks as an addi-
tional baseline measure on a smaller portion of the data. For
this task, the training set is composed of around 4000 im-
ages representing 100 businesses while my validation set is
composed of 1000 images representing 50 businesses. Busi-
ness labels were mapped to images.

We implemented two smaller networks: a small neural
network of fully connected layers and a convolutional net-
work of convolution layers, dropout layers, pooling layers,
and fully connected layers. A small network composed of
two fully connected layers can achieve higher than guessing
randomly with 0.49 accuracy and a convolutional network
with the below architecture can achieve around 0.63501 ac-
curacy with minimal hyperparameter tuning and 5 epochs.
For both of these small networks, a small subset of the data
was used: 2000 images with a 60-40 training-validation
split.

These results are in line with expectations–both net-
works perform better than guessing at random. A neural
network without convolutions performs better than guessing
at random, but a convolutional network taking advantage of
the image structure performs better than a neural network
without convolutions.

Layer # Layer Name Size
0 input 3x32x32
1 dropout 3x32x32
2 conv8-3 32x30x30
3 conv8-3 32x28x28
4 pool2-2 32x14x14
5 dropout 32x14x14
6 hidden 50
7 dropout 50
8 hidden 9
9 output 9

Table 2. Architecture of small convolutional neural network used.

Architecture F1 Score
Random Guesser 0.41337
2-layer FC NN 0.49
Small CNN 0.63501
VGG CNN-S + Finetuning 0.60881

Table 3. Baseline results on respective validation sets

5.3.2 Transfer Learning

We then utilized a VGG CNN-S network pretrained on Im-
ageNet with a modified output layer for multi-label learning
with all layers except for the fully connected layers fixed so
that the last several layers could be finetuned for the dataset.

Hyperparameter search for learning rate and regulariza-
tion was done randomly and cross-validated utilizing an 80-
20 split over the training data. Adam was utilized for the up-
date function and the mini-batch size, due to GPU memory
constraints, was 50.

After training for one day over 80% of the training
data, while the training loss decreased steadily, the accu-
racy could not achieve higher than a 0.55667239 training
score and 0.60880853 validation score.

This result, though disappointing, is expected as by map-
ping business labels to images, we have many very different
images with the exact same labels which may not even ac-
curately represent all the labels, thus making it hard for the
classifier to generalize and perform well. In addition, the
higher score of the smaller CNN by 3% can be explained
in part by that a smaller dataset was used to test the smaller
CNN in comparison to the VGG CNN-S network.

5.4. MIML with Transfer Learning + SVM

We utilized two CNNs pretrained on ImageNet, courtesy
of Lasagne: VGG CNN-S and GoogLeNet. For both net-
works, we experimented with extracting features from the
penultimate layer as well as the layer before the penulti-
mate layer. We refer to these layers as ”FC7” and ”FC6”
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Figure 6. A decreasing training loss coupled with a mysteriously
increasing validation loss and stagnant accuracies when experi-
menting with converting the problem into a single instance multi-
label learning problem.

respectively throughout this paper.
Extracting from VGG CNN-S from both the FC7 and

FC6 layers resulted in a 4096-dimensional feature vector
for each image, whereas extracting from GoogLeNet from
FC7 resulted in a 1000-dimensional feature vector and from
FC6 a 1024-dimensional feature vector. For all networks,
we utilized a mini-batch size of 100 as to not run out of
GPU memory.

We additionally experimented with taking the mean of
the relevant image feature vectors to represent a business
versus taking the max of the relevant image feature vectors
to represent a business. Taking the mean of image feature
vectors to represent a business is intuitive as it can be seen as
representing a business with its average image. Doing so in-
corporates all features from all relevant images in an equally
weighted fashion. By contrast, taking the max of image fea-
ture vectors to represent a business is not as intuitive, but
can be seen as representing a business with the representa-
tive features. Another motivation is related to max-pooling
layers in convolutional networks: typically max-pooling is
used over mean-pooling due to better performance.

In comparing the F1 score when taking the mean ver-
sus taking the max, the scores are comparable, however for
GoogLeNet the F1 score decreases for both layers. This
drop in performance is as expected as instead of taking into
account all images, by taking the max, we ignore some im-
ages, and thus perhaps some clues which would point to us
saying yes to a certain label.

What is promising that the F1 score on the test set, which
as revealed by Kaggle is only done on 30% of the complete
test set, is not too much lower than our validation F1 scores,

Model Layer Mean Max Test
VGG CNN-S FC7 0.7908 0.7972 0.75442
VGG CNN-S FC6 0.7934 0.7905 0.75312
GoogLeNet FC7 0.7882 0.7548 0.76459
GoogLeNet FC6 0.7891 0.7593 0.74650

Table 4. F1 Scores on validation set and 30% of test set for each
model-layer combination comparing taking the mean of image fea-
tures to represent business features to taking the max of image fea-
tures to represent business features. The mean image feature was
used for the test set submission.

Figure 7. Distribution of predicted labels using image features ex-
tracted from VGG FC 7 and taking the mean of relevant image
features to represent a business feature.

suggesting that our models were not prone to overfitting.
When utilizing the mean of relevant image features, the

predicted distribution of labels amongst all classifiers were
proportionally close to the the true distribution. VGG CNN-
S at FC7 underguesses on ”takes reservations” while VGG
CNN-S at FC6 better captures the proportions. A similar
phenomenon occurs with GoogLeNet where features at FC6
result in a more accurate distribution of labels than at FC7.

On an individual label basis, the four SVM classifiers
perform the best at predicting ”has table service” and per-
form the worst when predicting ”good for lunch”, ”restau-
rant is expensive”, and ”ambience is classy”, which was
contrary to the thinking that ”outdoor seating” would be
the hardest to predict. Though, ”outdoor seating” typically
scored the next worst after the three aforementioned labels,
so our intuition wasn’t completely off.
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Figure 8. Photos from a restaurant tagged as being good for
lunch that our SVM Classifier trained on features extracted from
GoogLeNet FC6 thought were not so good for lunch.

Why would it be the hardest to predict what is good for
lunch? One would think that a sandwich, salad in daylight
would definitely point to a business being good for lunch.
But some restaurants are good for both lunch and dinner,
and perhaps have more dinner photos, which tend to be
more dimly lit. Such an example is shown above.

Recall that the classifier was trained on the mean im-
age feature, so a business was represented as the features
of the average image, per say. The features were extracted
from networks that were pretrained on ImageNet, which has
many classes relating to food and identifying food. It is sur-
prising that ”has table service” performed the best, at al-
most 90% accuracy. Perhaps it is a mix of most restaurants
having table service, food dishes always being on a table-
like surface, and having the most data regarding restaurants
having table service.

6. Conclusion
For the task of multiple instance multi-label learning

with Yelp business photos, we found that the highest per-
forming algorithm was that of transfer learning with an
SVM classifier. Extracting image features from a pretrained
network such as VGG CNN-S or GoogLeNet, taking the av-
erage over a business’ set of images, and training an SVM
classifiers to predict upon the business improved upon the
baseline by 58%. Converting the problem into a single in-
stance multi-label learning problem was not as successful,
potential reasons being that not every photo from a given
business will represent all the labels of the business, thus a
classifier has trouble generalizing and learning.

For future work with more time, more team members,
and more computational resources, we would like to explore
finetuning the transfer learning + SVM pipeline, model en-
sembles, and other pretrained networks. An additional fun
comparison could be to explore the performance of extract-
ing features from the mean image of a business to represent

a business as opposed to our approach of using the mean
image feature to represent a business.
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