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Abstract

High-throughput microscopy imaging holds great
promise for elucidating complex behavior of cells over
time. However with increased throughput comes increased
difficulty in managing the identity of large numbers of cells
over timecourses. This project presents a neural network
method based on visual similarity for determining cell
identity across frames, which can work in concert with or
instead of existing distance-based methods [7]. Using
a siamese neural net architecture, we produce a visual
similarity distance metric between pairs of input cells. This
visual similarity score can be used to assign the identities
of cells between frames of a microscopy time course.

Training of the siamese neural net is guided by a discrim-
inative loss function developed by Chopra et al [5], which
maximizes the energy score between cell pairs labeled as
different cells, and minimizes the energy score between cell
pairs labeled as the same cell at different time points.

Training and test data are selected from labeled time-
courses accounting for in total 16.2 million labeled cell-
pairs. The test accuracy of the model is 97.5% on cells one
frame apart, 94.5% on cells separated two frames apart,
and 95.0% on mixtures of one- and two-frame separated
cells.

1. Introduction

1.1. Visual similarity-based microscopy cell track-
ing

The contribution of this project is an improvement of
the key step in the cell-tracking problem. The model takes
in segmented time-course microscope images, and assigns
pairwise identity of cells between frames to create per-cell
time courses. The method operates on a cell-by-cell ba-
sis, so requires semantic segmentation to be completed up-
stream, and can be combined with an existing method, the
linear assignment problem [7], to further increase single-
cell time course accuracy after the initial frame-by-frame
joining.

Figure 1. An example microscopy image frame. A typical time-
course experiment in the dataset for this project runs 125 frames,
each separated by 15 minutes in time.

1.2. Microscopy Semantic Segmentation

Microscopy experiments generate very large numbers of
cell images. In a typical experiment from the type used
for training and testing in this project, 96 positions are im-
aged once every 15 minutes for 125 total images. Each
frame captures on the order of 200 cells, so a single ex-
periment generates approximately 2.5 million cell images.
Segmentation of the cells preceeds identification and track-
ing in this project. A variety of computer vision tech-
niques are available for segmenting biological cells [21]:
intensity thresholding is a common first-step [14], and for
lower-magnification cells gaussian filters and laplacian-of-
gaussian filters can be effective [8]. For higher-resolution
images, edge detectors based on first-order and second-
order derivatives are a common method [15]. VanValen
et al present a method for instance segmentation using con-
volutional neural networks [20] - this technique is in use in
the lab generating training and test data for this project.

1.3. Linear Assignment Problem

Existing methods for assigning cell paths through time
rely on simple metrics such as x,y position and light intensi-

1



ties. These methods are used in cominbation with informa-
tion about the structure of the problem (the same cell can’t
appear in the same frame twice, cells will rarely disappear
and then reapear in a later frame, etc) to maximize expecta-
tion of creating a correct reconstruction. Collectively, this
current state-of-the-art framework is called the linear assig-
ment problem [7]- it is a greedy local approximations of
the computationally infeasible multiple-hypothesis tracking
method, which considers every possible cell identity combi-
nation to maximize probability of correct assignments. The
multiple-hyopthesis tracking method is computationally in-
feasible for any but the smallest datasets. The linear as-
signment problem starts by making pairwise assignment of
cell identities between adjacent frames, therefore the global
accuracy of the method can be improved by increasing the
pairwise cell identification accuracy.

This assignment is completed by minimizing the cost as-
sociated with joining two cells:

Âargmin =

Rows∑
i=1

Columns∑
j=1

AijCij (1)

Where A is a matrix of 0s and 1s, where a 1 at row i and
column j indicates that the cell with index i in frame t is
joined to the cell with index j in frame t + 1, and a zero
indicates no link. Because a cell can only be linked to one
cell in a future frame, the sum of the rows of A is one, and
the sum of the columns of A is also one.

The cost matrix Cij is given by

Frame t cell index

Frame t+1 cell index
l11 l12 × . . . ×
l21 l22 l23 . . . ×
...
× × . . . lnn−1 lnn

 (2)

Where lij is the cost associated with joining two cells,
and × indicates that a join is impossible, because the cells
are beyond some user-defined distance considered plausi-
ble for a cell to move. In traditional linear assignment, the
cost of joining two cells is simply their euclidean distance
between frames:

lij =
√
xixj + yiyj (3)

1.4. Siamese Neural Network

The applicate area of this project is cell recognition;
however the technical approach most closely relates to work
in facial recognition. The similarity metric used in as-
signing cell identities is created by a siamese neural net-
work [2], which takes in pairs of inputs and runs a pair of
convolutional neural networks with the same weights over
both. The features from the last layer of the neural net-
work are then used to create an energy score between the

Figure 2. Siamese neural network architecture. Weights are shared
between the two halves, such that identical images will produce
identical features, and similar images will produce similar fea-
tures. Inputs are pairs of 31x31 pixel images of cells.

inputs. Highly similar images have a low energy score, and
highly dissimilar images have a high energy score. This
score serves as a distance metric [13] [19]. Siamese archi-
tecture neural nets have been applied to signature verifica-
tion [2], facial recognition [5] [17], speaker identification
in audio files [3] [4], generalization of object recognition
to new categories [10] [18], and even dimensionality re-
duction [6]. This allows a network to produce a similarity
score between any pair of input items. The method is in-
trinsically pairwise, and so for our model must operate on
pairs of cell images, requiring that the images of cells in this
project be pre-segmented. The cellular similarity score can
then be used to assign identities between cells in different
frames.
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The model developed in this paper improves on linear
assignment for frame-to-frame joining of cells by using this
visual similarity score instead of euclidean distance as the
weight in the cost matrix. This energy score then can re-
place the euclidean distance given in equation (3) as the cost
entries in the matrix from equation (2):

lij = Eij (4)

where Eij is the energy score assigned by the siamense
neural network between cell i and cell j. This means that as
long as cells are close enough to be plausibly the same cell
between frames (a user-defined paramter), the most similar-
looking cell will be chosen instead of the closest.

2. Methods
2.1. Model Architecture

The model used for pairwise similarity scoring of cell
images consists of three layers of 3x3 convolutions. The
first layer uses 32 kernels, the second and third layers 64
kernels. Each convolution layer is followed by a Rectified
Linear Unit (ReLU) nonlinearity [11], and then downsam-
pling with 2x2 max pooling. The convolutional layers are
followed by a fully connected layer with 1024 neurons, fol-
lowed by a ReLU nonlinearity and then a 50% probablity
dropout layer [16]. A final 1024-neuron fully connected
layer then produces the features for each image. The energy
metric is defined as the L1 distance between the feature sets
of two images:

Distance(X1, X2) = ‖G(X1)−G(X2)‖ (5)

Where G(X1) is defined as the output from the final
fully-connected layer of the neural net on image X1.

See figure 2 for a schematic of the neural net architecture
used in this project.

2.2. Loss Function

A siamese neural net seeks to produce a low energy
score for similar inputs, and a high energy score for dis-
similar inputs. Accordingly, it must have a loss function
which is high for high-energy input pairs labeled as sim-
ilar, as well as for low-energy pairs labeled as dissimilar,
and low for low-energy pairs labeled as similar and high
energy pairs labeled as dissimilar. In other words, the loss
function must be monotonically decreasing with respect to
the energy when the input is labeled as a similar pair, and
monotonically increasing with respect to energy for dissim-
ilar pairs. To acheive this, a piecewise loss function is used:

L(X1, X2, y) =

{
Fdecreasing (E (X1, X2)) if y = 0
Fincreasing (E (X1, X2)) if y = 1

(6)

Where L is the loss function, X1 and X2 are an input im-
age pair, and y is a label (0 means dissimilar, 1 means simi-
lar), and E is the energy between two images. Fincreasing and
Fdecreasing indicate a monotonically increasing or decreasing
function.

One particular loss function, proposed by Chopra et al,
was proven to have the increasing and decreasing mono-
tonicity property [5]:

L(X1, X2, y) = y

(
2

Q

)
E2+(1− y) (2Q) e(

−2.77
Q )E (7)

Where E is the energy between X1 and X2, y is the label
for the X1, X2 image pair, and Q is the maximum possible
energy.

Observe that the first term is monotonically increasing
in E, and contributes to the loss when y = 1. The second
term is monotonically decreasing in E, and contributes to
the loss when the label is dissimilar (y = 0). This intuitively
demonstrates the property desired; see [5] for a proof.

2.3. Training

The model was constructed and trained using Tensor-
Flow [1]. Training was performed with Adam parameter
updates [9], minimizing the loss function discussed in sec-
tion 2.2. Batches of 100 labeled examples were used for
training, and a total of 336,000 examples were used to train
the models. After the loss function and the energy functions
stablized, the learning rate was decreased by a factor of ten,
and training was continued until a second convergence. In
addition to decreasing loss, a successful model should result
in diverging energy values for labeled pairs marked as gen-
uine pairs and labeled pairs marked as imposters. As seen
in figure 4

3. Dataset
3.1. Cell Images

The training and test data were produced in a confocal
fluorescent microscopy experiment with 96 imaged posi-
tions, and 125 frames per position, with frames captured 15
minutes apart. The cells used for the experiment were mam-
malian cell-line macrophages, with Red Fluorescent Protein
labeling the nuclei. See figure 1 for an example of a single
field of view (position) from the microsopy experiment.

3.2. Labeling

The cells were segmented using a convolutional neural
network separate from the one used in this project [20].
Only the Red Fluorescent Protein channel is captured by
the experiment, so the cell cytoplasm is not readily vis-
ible. Most of the recognition thus takes place based on
the appearence of the nucleus alone. In addition to the
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Figure 3. As the loss function decreases, the energy on example
pairs which are labeled as the same cell (genuine) decreases, while
the energy on pairs marked as different cells (imposter) increases.

Red Flourscent Protein channel, the segmentation mask is
passed in as a channel to the input. This mask is the output
from semantic segmentation, so it marks zeros in parts of
the image without a cell, and ones whereever there is one.

The training data were then generated using regular
heuristic methods, ie the linear assignment problem with
additional methods to increase accuracy at fusion and di-
vision points [12], which was then inspected for accuracy.
Some of the training data is likely to contain errors, but the
testing data is selected from the highest-quality position to
ensure that even if some noise is introduced by the rough
nature of the dataset, the testing accuracy is believable.

In particular it is worth noting the the chance of errors
in the labeling accumulate over longer time periods, so the
datasets incorporating cells from greater than one frame
separation are likely to contain more noise than those with a
separation of only one (see section 3.3). This may account
for some of the difference in test accuracy for these models
(see tabel 1).

3.3. Example Generation

An example image is a 31 by 31 pixel image centered on
the computed centroid of a particular segmented cell. The
Red Fluorescent Protein channel can contain multiple cells
within this field of view, and large cells may be slightly cut
off on the sides. See figure 2 for an example of two individ-
ual cell input images. Unlike the Red Fluorescent Protein
channel, however, the segmentation mask (which is also cut
to the same size and centered at the same centroid point) is
trimmed so that only the labeled cell is marked. Thus, if

Figure 4. At test time, the model produces good separtion in en-
ergy between genuine and impostor pairs.

additional cells are visible in the sides of the image, the net-
work should be able to learn from the segmented input im-
age which part of the image is the cell under consideration,
and ignore or appropriately consider the rest as neighboring
cells and background. This will be particularly important in
cases where a cell is dividing, as the two daughter cells are
likely to be very close together. Clarity about which cell is
to be compared is crutial in this case, and is provided by the
selective information of the segmentation mask.

Three versions of the dataset were produced and used
for training and testing. The first used only cells separated
by a single frame as positive examples, the second used a
mixture of one-frame separted cells and two-frame sepa-
rted cells, and the final dataset used only cells separated by
two frames. In all cases, an equal number of negative exam-
ples as positive examples was produced. Negative examples
were generated by pseudorandomly selecting a second cell
in the same frame as the first, thus ensuring that the nega-
tive pairs are definitely not the same cell at different points
in time.

4. Results

4.1. Model Accuracy

The primary experiment performed in this project is to
establish the accuracy of the trained siamese neural net-
work architecture in identifying genuine and imposter pairs
of test images. These results are presented in table 1. Over-
all, the network performs quite well, with 97.5% test accu-
racy on the best model. As expected, the networks trained
on images two frames apart are marginally less accurate
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Dataset 1 Frame 1 + 2 Frame Mix 2 Frame
Test Accuracy 97.5% 95.0% 94.5%

Table 1. Test accuracy on datasets with examples taken only one
frame/timestep apart, taken two timesteps apart, or a mixture. The
further apart the test examples are, the more the cells could have
changed, making the higher separation examples more challeng-
ing.

Confusion Matrix Predicted Class
Genuine Imposter

Actual Class Genuine 104 5
Imposter 4 137

Table 2. Confusion matrix for the 2-frame model with an energy
threshold of 750,000. Area under the curve of the receiver operat-
ing characteristic for the was .71.

than those trained on example images generated exclusively
from frames which are adjacent in time. Unless otherwise
specified, all results and figures are from this final, most
challenging dataset and accompanying model.

4.2. Energy Difference

The utility of the model is in its abilty to differentiate
genuine from imposter image pairs. For the single accu-
racy metric, a threshold is set to determine which pairs are
predicted to be genuine and which imposters. However in
actual applications, the scalar difference value may be of
more use. In the cell-tracking application, for example, the
actual difference value is used. Therefore, in order to better
capture the full information of the visual similarity metric,
the area under the curve of the receiver operator character-
istic is a useful metric. This value captures the full discrim-
inative value of the model, allowing for preference of false
positives versus false negatives. The area under the ROC
curve is .71
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