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Abstract

This paper examines the usage of convolutional neural networks to reconstructed obfuscated images of human faces. Prior work has been done in the field of super-resolution, but this paper will explore the gap using highly obfuscated faces. The input to our algorithm is an obfuscated image of a person’s face. We use a convolutional neural network to output a reconstructed image of the person’s face. This is be applied to the Labeled Faces in the Wild data set using two types of obfuscation techniques on faces: pixelation and Gaussian blurs. Results will be measured using the PSNR and SSIM metrics. We explore the effect of loss functions of the model by examining pixel loss and perceptual loss functions and showing how perceptual loss is preferable to pixel loss. We also explore the capability of the model to reconstruct faces from highly obfuscated images. Our experiments show that this model can produce recognizable faces from seemingly unrecognizable inputs.

1. Introduction

In photographic media, faces are often obfuscated to protect the identity of those pictured. This obfuscation process is done by removing details from the photograph in order to reduce the identifying facial features. However, these obfuscated images may still contain enough details such that the original features may be able to be recovered. An example of an obfuscated face can be seen in Figure 1.

Two common methods of obfuscation are pixelation and blurring. These methods are often found in image editing software and are used to obfuscate faces. In addition, it is often just the face that is obfuscated because it has the most identifying features, with the rest of the image not obfuscated and in high quality. This paper seeks to test these two methods and examine how well they can prevent reconstructing face of the original image.

The approach we consider is to use convolutional neural networks. The input to the model is an obfuscated image of a face. We then use a CNN to output an image that is a reconstruction of the obfuscated input. This output image will be the same dimensions as the input image. We will examine the effects of using pixel loss as well as using perceptual loss on the model.

This paper examines the effects of combining the two loss functions in an attempt to gain the benefits from both loss functions. Furthermore, this paper explores the model’s capabilities by using images with high levels of obfuscation and evaluating its performance on reconstructing the original image.

This task is related to super resolution tasks, as we hope to increase the quality from a low quality obfuscated input image to a the high quality image of a face.

2. Related Work

Similar work has been done in the past focusing on obfuscated images and super resolution. Lander et al. demonstrates that subjects can still recognize the faces of famous people in static images despite being blurred [14]. Higher accuracy can be achieved by showing the obfuscated faces in motion. Lander et al. also shows that obscured faces using methods such as pixelation can still be recognized [13]. Gross et al. also shows that privacy is not protected when using low pixelation levels as obfuscated faces can still be recognized and their image quality enhanced [7].

McPherson et al. examines the topic of classifying images that underwent various forms of obfuscation highlighting issues with obfuscation [15]. In this paper, they show
how neural networks can classify images that underwent obfuscation processes such as pixelation and blurring by examining different datasets such as MNIST, CIFAR-10, AT&T, and FaceScrub. They demonstrate that neural networks can be used to accurately classify images despite obfuscation processes since these images, while unrecognizable to humans, still contain enough information to enable appropriate classification.

There are four main approaches to the super-resolution task as shown by Yang et al.: prediction models, edge based models, image statistical models, and patch based models [22]. Prediction models use interpolation based methods to generate smoother regions in high resolution images. Edge based models learn priors to generate sharp images, but generally lack texture. Image statistical models use image properties to predict the details in higher resolution images. Lastly, patch based models learn mapping functions from smaller lower resolution patches to their corresponding high resolution version.

However, super-resolution may be a task that is suited well for CNNs, which inherently encode mappings from the lower resolution images to higher resolution images. Dong et al. apply deep CNNs are able to achieve improvements in super-resolution using a three layer network [6]. Kim et al. are further able to improve quality by creating deeper networks with residual blocks [10].

Dahl et al. use a probabilistic pixel recursive super-resolution model to upscale an 8x8 image of a face to 32x32 with results that can fool human testers [5]. This work was based off of PixelRNNs and PixelCNNs. PixelRNNs can sequentially predict pixels in an image, through methods such as modeling the distribution and dependencies of pixels in an image [19]. PixelCNNs work similarly to PixelRNNs by modeling it using convolutional neural networks [20].

Of note, Johnson et al. examine the task of super-resolution in the context of using a different model loss [9]. In this paper, they explore the perceptual loss function, which focuses on differences between high level image features to improve image transformation tasks. They explore the task of single image super resolution as well as style transfer. In the case of super resolution, they demonstrate that perceptual loss can lead to better reconstructions as it focuses on the fine details and edges in the image.

For super-resolution tasks, common metrics include peak signal to noise ratio (PSNR) and structural similarity (SSIM) [18]. Structural similarity was developed by Wang et al. to measure image similarity [21]. However, PSNR and SSIM don’t correlate well with human perception of quality. Kundu et al. and Sheikh et al. both show that PSNR is a poor metric often outperformed by other visual quality metrics [17][12].

3. Methods

3.1. Architecture

The model used to achieve the task of reconstructing obfuscated human faces is a convolutional neural network with an input and output shape of 112x112x3. The model initially subtracts the mean training image and divides each channel by 255.

This is sent through 4 convolutional layers. The first layer consists of 64 9x9 filters. The following three layers consists of 64, 128, and 256 4x4 filters respectively with stride 2. Then we send it through 3 residual blocks. Each block is 2 convolutional layers with 256 3x3 filters. Then it goes through 4 transpose convolution layers. The first three layers have 256, 128, and 64 4x4 filters respectively with stride 2. The last convolutional layer has 3 9x9 filters. All convolution and transpose convolution layers are followed by batch normalization and ReLU activation, except the last layer which is followed by a tanh activation and then scaled to the range [0,255]. The network uses an Adam optimizer to update parameters [11].

3.2. Pixel Loss

For our model, we implemented two types of loss functions. The first loss function we developed was using a squared normalized Euclidean distance between the pixels of the network output (ŷ) and the ground truth (y). Since the output image of the network is 112x112x3, the equation for this pixel loss is:

$$\ell_{\text{pixel}} = \frac{1}{112x112x3} \| y - \hat{y} \|_2^2$$

3.3. Perceptual Loss

The second loss function we implemented was using a perceptual loss function. We use a loss network to capture the differences in content features in the images. The loss network is pretrained image classification network with its parameters fixed. When using perceptual loss, we feed the loss network both the target ground truth image as well as the network output and then take the feature representation of the images at a certain layer in the network [9]. If the layer is of shape HxWxC and \( \phi(x) \) is the feature representation of image \( x \), then the perceptual loss is the squared normalized Euclidean distance between the network output (\( \hat{y} \)) and the ground truth (\( y \)):

$$\ell_{\text{perceptual}} = \frac{1}{HWC} \| \phi(y) - \phi(\hat{y}) \|_2^2$$

For our model, we followed the perceptual loss for super-resolution models illustrated in Johnson et al. [9]. We used the VGG-16 network pretrained on ImageNet. We then

\[1\] http://download.tensorflow.org/models/vgg_16_2016_08_28.tar.gz
used the relu2_2 layer from this loss network as the feature representations. This feature representation is of size 56x56x128. We attempt to minimize this loss by backpropagating the differences on the parameters in our network. Note that since the output of our network is 112x112x3 and the VGG network expects an input of 224x224, we reconstruct our own VGG network only up to the stated relu2_2 layer to prevent errors from rising during graph construction.

By using these two types of losses, we can compare examining low level feature representations to high level feature representations. Pixel loss captures low level features by literally minimizing the pixel differences. Perceptual loss captures high level features by minimizing the high level features captured by the VGG network.

4. Dataset

We use the Labeled Faces in the Wild data set [8]. This dataset contains 13,233 images collected from the web. There are a total of 5,749 people pictured in this dataset, with 1,680 people having two or more pictures in this dataset.

Every image in this dataset is 250x250 jpeg image. A benefit of using this dataset is that the images are processed such that faces are detected and centered using the openCV implementation of the Voila-Jones face detector [8]. The images were cropped and enlarged by a factor of 2.2 so the head is fully captured in the image and are at a near uniform size.

We perform some preprocessing on this dataset for this paper. For each image, we first cropping the image from 250x250 to 112x112, maintaining the center of the image. This is the facial region we will focus on for obfuscation. The purpose of this is so we can focus on the reconstruction of the face and ignore the majority of the backgrounds in the images.

Then for each image, we obfuscate it. For each obfuscation method, we copy the original image then run the given obfuscation method.

The first method is pixelation, also known as mosaicing. This is the process of dividing up the area of interest into n x n squares. For each square, the average pixel color is calculated and then every pixel in that square is set to that color, thereby reducing the amount of detail in the area by n^2. A parameter of this obfuscation method is n. As n increases, the higher the obfuscation level and the less detail there is in the original image. For the purposes of the paper, we will use n = 8 for most tests as well as try n = 12 and n = 16 when stress testing the model.

The second method is using Gaussian blurs. In this process, an image is blurred by convolving the area of interest with two one-dimensional Gaussian, resulting in a less blocky version of the original image. A parameter of this obfuscation method is σ which affects the Gaussian kernel. As σ increases, the higher the obfuscation level and the less detail there is in the original image. For the purposes of the paper, we will use σ = 4 for most tests as well as try σ = 6 and σ = 8 when stress testing the model.

This data set was randomly split into 8000 training samples, 2646 validation samples, and 2587 testing samples. An example of this data set can be found in Figure 2.

5. Experiments

For our experiments, we used a batch size of 8 for 15 epochs, which is 15,000 iterations. These values were chosen because initial runs of the model showed that a batch size of 8 maximized PSNR and SSIM metrics and we chose 15 epochs because the PSNR and SSIM metric flattened at around this number of iterations.

Since we are using the Adam Optimizer in our model, we used a learning rate of 1.0x10^{-3}, β_1 = 0.9, β_2 = 0.999, and ε = 1.0x10^{-8}. We used these parameters because we wanted to fix these parameters in order to focus on the effects of different loss functions as well as different levels of obfuscation on the input. These values were chosen because they are generally good initial values as they are the default values in TensorFlow, Adam, and PyTorch [2][3][4].

5.1. Evaluation

We evaluate the results of the model using primary two metrics: PSNR and SSIM. Recall two metrics are traditional metrics to evaluate super resolution tasks [21][9] [18]. However, since there is a low correlation between these metrics and human perception, we still must rely on intuition and the overall aesthetics of the output [17][12].

PSNR is peak signal to noise ratio, which measures the quality of a reconstruction in terms of absolute errors. The
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2 Code was based on CS231N Assignment 2 and Olivier Moindrot’s TensorFlow Example [1][6]
Figure 3: Results of Pixel Loss vs Perceptual Loss Experiment. A training set example is on the top two and a validations set example is on the bottom. The PSNR / SSIM for the given example and for the dataset are reported. Blurred inputs use \( \sigma = 4 \) and pixelated inputs use \( n = 8 \)

higher the PSNR the better the reconstruction, generally. In the case of this task, the output of the model is the reconstruction.

SSIM is structural similarity, which measures perceived changes in structural information as well as in luminescence and contrast. The output of SSIM ranges between -1 and 1, with 1 indicating identical images.

We expect our results to ideally match the results seen in Johnson et al. as we drew initial from their model architecture. They received a PSNR / SSIM average score of 25.91 / 0.6680 using pixel loss and 24.95 / 0.6317 using perceptual loss on the BSD100 data set [9]. It is important to note that our data set uses lower quality images as well as many more training, validation, and testing images. In addition, our data set focuses only on the human face while the BSD100 data set featured a wide variety of subjects and Johnson et al. performs post processing when using perceptual loss. As a result, it is likely for the results to end up significantly more different than expected.

5.2. Pixel Loss vs Perceptual Loss Experiment

The first experiment was testing pixel loss versus perceptual loss. We evaluated the model architecture using four experiments which compared the results of pixel loss vs perceptual loss on either pixelated input (\( n = 8 \)) or blurred input (\( \sigma = 4 \)) as training data. Figure 3 shows the results of this experiment.

The PSNR / SSIM metrics show that using pixel loss performs better than using perceptual loss, but the examples show that this does not necessarily translate to better images. This outcome is expected as these metrics measure low level differences. In particular, PSNR is dependant directly on the squared euclidean distance between the pixel differences, which is what pixel loss minimizes.

A byproduct of using perceptual loss is the checkerboard like pattern on the output image [9]. This effect helps to cause the drop in PSNR / SSIM metrics for the perceptual loss models.

The results on the training set are only slightly better than the results on the validation set. This suggests that the model can perform well on faces it has not seen to the extent it is able to perform on the training set.

The models trained on perceptual loss generate more details and sharper images despite the obfuscation type. These details can be more clearly seen seen in the whites of the eyes and wrinkles in the zoomed eye regions. In the images generated from perceptual loss, the eyes of whites can be seen much more clearly than those in the pixel loss, which
Irregardless of loss function, a weakness of the model is its inability to add small facial details such as wrinkles. This effect is demonstrated in the foreheads of the faces, where there are often wrinkles and lines in the ground truth image, but in the model output they are generally smooth. These details are lost in the obfuscation process and are very different for each face. As a result the model cannot determine if wrinkles should exist and if so where. These features are unlike other standard facial features like the eyes, nose and mouth which are located in generally the same positions as well as have a general shape.

In regards to obfuscation, we can see that the model is able to detect edges better when given the blurred obfuscation method in contrast to the pixelated method. Blurring is able to reduce detail but still maintains the relative position of various facial features, allowing for a more accurate reconstruction in comparison to pixelated obfuscation because a lot of specific location detail is lost within each pixelated block.

### 5.3. Pixel Loss with Perceptual Loss Experiment

The second experiment was testing the potential to combine pixel loss and perceptual loss into a single loss function. This is in an attempt to gain the benefits of both loss functions, such that we can obtain the structure and detail of perceptual loss while obtaining pixel level accuracy and removing the checkerboard like nature from the image. Let’s defined the combined loss as

\[
\ell_{pp} = \rho \ell_{\text{pixel}} + \ell_{\text{perceptual}}
\]

where \( \rho \) is a parameter tweaking the weight between pixel loss and perceptual loss. For this experiment, we ran four models, which compared the effects of using \( \ell_{pp} \) with \( \rho = 1 \) and \( \rho = 0.5 \) on both blurred input and pixelated input. When \( \rho = 1 \), the two losses are weighted equally. When \( \rho = 1 \), the perceptual loss is weighted twice as much as the pixel loss. We use these two values in our experiment to see if there are potential benefits to combining loss as well as if the value of \( \rho \) affects the results. Results for this experiment can be seen in Figure 4.

From these results, we can see that combining the losses improves the PSNR / SSIM metrics in comparison to the
Figure 5: Results of High Obfuscation Level Experiment. The PSNR / SSIM for the given example and for the dataset are reported. The first set two rows show the model on varying levels of blurring on the training set. The second set two rows show the model on varying levels of blurring on the validation set. The third set of two rows show the model on varying levels of pixelation on the training set. The last set of two rows show the model on varying levels of pixelation on the validation set.
given input, whereas they worsen when using only perceptual loss seen in Figure 3. In addition, when comparing the metrics on the training and validation set on pixel loss from Figure 3 to those in Figure 4 using combined loss maintains or slightly worsens the metrics.

However, there is an issue with using this combined loss function. The checkerboard pattern is still present around the edges of the image. This effect can in particular be seen around the eye. Since there are many edges along the eye, the checkerboard pattern appears, but on the cheeks and forehead were there is minimal edges, there appears to be no checkerboard pattern.

This checkerboard pattern appears to illustrate where the pixel loss is taking more effect and where the perceptual loss is taking more effect. The pixel loss is taking effect primarily on the smooth parts of the image where there is less detail and structure whereas the perceptual loss is taking effect around the complex facial features of the eyes, nose and mouth. This explains why there is more of this checkerboard pattern present when \( \rho = 0.5 \) than when \( \rho = 1.0 \), since perceptual loss is stronger when \( \rho = 0.5 \).

5.4. High Obfuscation Levels Experiment

The third experiment was to test the model architecture on high obfuscation levels. We ran six experiments, which compared the results of the original model architecture on using pixelation with parameters \( n = 8, 12, 16 \) and on using blurring with parameters \( \sigma = 4, 6, 8 \). We only used perceptual loss for this experiment. Results for this experiment can be seen in Figure 5.

The results of this experiment show that the model can still generate faces despite high obfuscation levels, with as expected slightly less accuracy. The images seen in the first three sets of rows show that the image output looks very similar to the ground truth. Even higher levels of obfuscation are still able to capture detail such as the whites of the eyes and the direction the eyes are looking regardless of obfuscation level as seen in the validation example with blurred inputs.

These results also show again the loss in detail for small facial features such as wrinkles. This can be noted in the training example, such that as the obfuscation level grows, the resulting face in the image output looks like a younger version of the subject because these age identifying features are gone. This also shows a weakness in the model with glasses as seen in the training example. Glasses are difficult for the model to generate because of their initial small edges in the ground truth and then disappearance in the images with higher levels of obfuscation.

The validation set example illustrates again the weakness of the model with pixelation. Generally, the higher the pixelation parameter, the less information the image contains, and consequently it is much more difficult to accurately model how facial features will look given this small set of data.

In particular, this can be seen in the facial features of the eyes, nose and mouth. In the more obfuscated input images, the exact location and shape of the eyes are lost. As a result, the model does its best to generate an eye where it believes is an eye, but the details of the eye such as its shape, where the whites are, where the eyes are looking, are lost.

This causes the odd appearances of the eye when \( n = 12 \) and especially when \( n = 16 \). In the former, we can see the right eye look forward despite the truth that he’s looking to the right. Since most eyes will be looking forward, the model assumed so would these eyes. In the latter, the lack of information in the pixels significantly hurt the detail generated by the network.

The mouth is another instance of this, where the image loses detail on the location of the mouth and the mustache such that they merge on the left side of the image when \( n = 16 \). These type of results are expected, since for any given low resolution obfuscated image, there are many possible high resolutions that could have generated it.

Note that even at high obfuscation levels, blurring still allows the model to construct accurate faces despite a slight loss in detail.

These results further showcase why PSNR / SSIM metrics are poor metrics of human perception. As we can see in the validation set examples given pixelated inputs, the PSNR metric is almost the same between the highly obfuscated inputs and the output of the network, despite the output of the network looking more pleasing and like a face than the input. The SSIM metrics also sometimes worsen in comparison to the input, which can particularly be seen in the comparison between the second and third column of images.

6. Conclusion

Our model can reconstruct an obfuscated human face. Our experiments show perceptual loss result in more aesthetically pleasing faces than pixel loss. We also demonstrate how pixel loss and perceptual loss can be combined to smooth out the checkerboard pattern generated from perceptual loss in regions with fewer edges in the face. Lastly, we illustrate the ability of the model to generate faces from highly obfuscated faces.

Future work can be done in optimizing the hyperparameters of the model, in particular the learning rates as well as architecture details such as depth and their effects on the network output. This is when the validation and testing set can be used to show the true potential of the model. In addition, work can be done using more advanced metrics of detecting image similarity rather than PSNR / SSIM.
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