Abstract

In recent years, medical image processing has developed in the neural network field. There are many trials to enhance the diagnosis performance in the medical area. The grand challenges in biomedical image analysis are famous challenges such as lung nodules, lung cancer, breast cancer, and so on. Convolutional neural network helps radiologists to find cancer quickly. It is important to save the patients’ lives. However, it is more time and resource consuming process. In this paper, it is suggested by squeezeNet modification from 2D to 3D, called squeezeNet3D. This compact 3D network helps to improve the speed and accuracy for the medical diagnosis.

1. Introduction

Recently, many approaches have remarkably shown excellent performance for medical diagnosis using convolutional neural networks. However, in the lung area, it is difficult that radiologists find cancer lesions, because normal structures are hardly distinguishable from lesions due to so many lymph nodes, nerves, muscles, and blood vessels. In this research, it will be introduced by the squeezeNet3D for three dimensional structures. It helps to improve more accurate and faster building the models.

The images for medical diagnosis are too big and many 2D slices. CT scans are stored by DICOM(Digital Imaging and Communications in Medicine) files that consists of much description header and raw image pixels. Therefore, DICOM files are not compressed and they need bigger storage size than other image compression files, such as jpeg, png, and so on.

Moreover, CT scans are composed by from 100 to 400 slices for one patients, because slices are usually divided by 2.5mm interval. In comparison medical CT size, region of interest or cancer lesions are very small, it is very sparse matrix. Even though specialists, radiologists and oncologists, they have trouble with finding lesions in the patient’s lung CT images. Moreover, lung cancer strikes 225,000 per 1 year in the united states and health care costs over $12 billion. [8]

3D convolutional networks are more expensive in the computation efficiency. 3D matrix needs more memories in the computer. 3D convolutional operations needs more calculations than 2D convolutional operations.

In this paper, the input to our algorithm is a 3D matrix composed by stacked CT slices. A CT scan is two dimensional images in one channel different from ordinary images with RGB channels.

We then use a 3D convolutional neural network of which structure is modification of squeezeNet to output a predicted that the patient has cancer or not.

2. Related Work

2.1. Radiologists work

Radiologists have previously examined medical images of chest radiography to detect lung cancer. If they find the mass in the images, they suggest that patient have taken the more tests, such as blood test, CT(Computed Tomography), PET(Positron Emission Tomography), and biopsy. Early detection is the most important in the lung cancer, because lung cancer is also one of the least survivable common cancer with an average 5 year survival rate of less than 20% in the united states. Early detection on average will be at least twice the survival rate.

CT is one of the most powerful method to find cancer lesions, but in the lung, CT scans is quite error-prone, with a particularly high false-negative rate for detecting lesions due to their size, density, location, and conspicuousness.

2.2. Previous work

To find cancer, much research is conducted. There are many lung nodule classification methods by 2D convolutional neural networks. [6] Petros-Pavlos Ypsilantis, et al. suggested that recurrent convolutional networks be useful for pulmonary nodule detection in CT imaging. They generated a stack of cross-sectional CT scans and used recurrent neural network combined by 2D convolutional neural network. Their networks consists of convolutional neural network, LSTM(Long Short Term Memory) network, and multi layer perceptron with fully connected layers. [2]

Another methods is described by Kui Liu, et al. They suggested multiview convolutional neural networks for lung nodule classification. To find a better way to screen early detection of lung cancer, they suggested not only cross sectional, horizontal CT scans, but also coronal and
sagittal cross sectional images. [3]

Wei Shen, et al., suggested the multi-scale convolutional neural networks for lung nodule classification. Unlike traditional studies, hierarchical scaled convolutional neural network was used. They said that multi-scale nodule patches to learn a set of class-specific features simultaneously by concatenating response neuron activations obtained at the last layer from each input scale. [4]

In the Kaggle competition, named Data Science Bowl 2017, the second winner, Daniel Hammack designed 3D convolutional neural network for lung cancer classification. He said that the size of typical CT scans is about 512x512x400 volumetric pixel. However, the region of interest is generally on the order of 1cm³. Therefore, he used the complex network of 3D convolutional neural network, because he used the small size input voxel (64, 64, 64) with one channel. [8, 13]

In this paper, we reviewed the most important materials in the previous work. Lung cancer in the CT scans is hardly found due to small size and its sparsity. Our technical approach is a 3D convolutional neural network. It helps to find the volumetric mass in the CT scans like recurrent network and multiview convolutional neural network. Bigger input size with small filters may be effective like multi scaled convolutional neural network. [5]

3.Method

In this paper, it is objective to identify the convolutional neural network architecture that have few parameters while remaining efficient accuracy. SqueezeNet architecture suggests that 1x1 filters instead of 3x3 filters be used, because 1x1 filter 9x fewer than 3x3 filter. In the 3D structures, 1x1x1 filters are 27x fewer than 3x3x3 filters. Secondly, the total quantity of parameters, (number of input channel) * (number of filters) * (filter size) is one convolutional layer. For example, if filter is 3x3x3, filter size is 27. In the squeezeNet paper, it decreases the number of input channels to 3x3 filters using squeeze layers. In similarly, 3D convolutional neural network has multichannel, even though medical images is initially one channel. Its channels may be reduced by squeeze layers. [1]

3.1.The Fire module

SqueezeNet has special entity, named fire module. It consists of a squeeze convolution layer, feeding into an expand layer that has a mix of 1x1 and 3x3 convolution filters. Similarly, squeezeNet3D has a mix of 1x1x1 filters and 3x3x3 filters.
3.3. Other architecture details

In the squeezeNet paper, squeezeNet is detailed by ReLU[15], NiN[14], and so on. It is focused on NiN that is the lack of fully-connected layers. This design is more powerful than other models, because fully-connected layers has much consumption of memory resources. Also, global average pooling method is useful. It enables to show the improved performance, because max pooling process on the layer has features of activation maps and fully-connected layers are prone to overfitting. However, global average pooling is much more deterministic. For conventional convolutional neural network classification, the feature maps of the last convolutional layers are vectorized and fed into fully-connected layers. This structure is merged by the convolutional structure and traditional deep neural network classifiers.

SqueezeNet and our squeezeNet3D overcome the problem from the fully connected layers.[16]

3.4. Loss function

The end layer of squeezeNet is softmax layer. Similarly, squeezeNet3D has softmax layer. However, the output is binary classification, cancer or not. The loss function is binary crossentropy as follows:

$$\text{Loss}(p, q) = -\frac{1}{N} \sum_{i=1}^{N} p_i \log q_i = -\frac{1}{N} \sum_{i=1}^{N} y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i)$$

\(p\): true probability, \(q\): predictive distribution
\(y\): true label, \(\hat{y}\): predictive label


DH. Lee suggested that pseudo-labeling of test or validation datasets be useful. Diminishing false positive is one of the most interest regions in medical approaches. In this paper, pseudo-labeling is efficient for reduction of false positive, because this model learns complicated validation or test domain. It was something useful.

4. Dataset and Features

Lung CT scans are provided by the National Cancer Institutes. Stage1 (~240GB) from Kaggle competition (Data Science Bowl 2017). It consists of 362 cancer patients and 1035 no cancer candidates.

<table>
<thead>
<tr>
<th>Data</th>
<th>Cancer</th>
<th>No Cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>362</td>
<td>1035</td>
</tr>
</tbody>
</table>

Table 1. Data Science Bowl 2017 dataset[9]

Luna2016 datasets are used for evaluation datasets for nodule in the lung CT. They are annotated by radiologists, size and malignancy. Small designed 3D convolutional neural network outperforms 2D convolutional neural network. It is convinced by 3D convolutional neural network.[7, 12]

<table>
<thead>
<tr>
<th>Data</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodule</td>
<td>281</td>
</tr>
<tr>
<td>No Nodule</td>
<td>1340</td>
</tr>
</tbody>
</table>

Table 2. Luna 2016 challenge dataset
5~8% of 2D convolutional neural network.

![Figure 4. The confusion matrix of Luna2016 with 3D convolutional neural network](image)

5. Experiments

In this paper, the input is the candidate 3D matrix of CT slices, and the output was the predicted class label. Environment is the local system of Keras 2.0, python 2.7, numpy 1.11, Nvidia gtx 1080, Ubuntu 16.04 LTS.

5.1. Preprocessing

As a pre-processing step for all the experiments, each CT scan is resized so that each voxel represents a 1mm$^3$ volume. This is necessary so that the same model can be applied to scans with different 'slice thickness'. It refers to the distance between consecutive slices and can vary by up to four times between scans. The scans are also normalized between -1000 and 400 Hounsfield units. -1000 HU is air and 400 HU is dense bone. HU values in this range are informative for medical diagnosis. Pixel array of the scans in DICOM is converted to integer type and Hounsfield units and resized by 3D voxels which are (128, 128, 128) with padding. It enables to use the huge input data, eight times bigger than Daniel Hammack’s. There is no scanning the matrix with the voxels.

![Figure 4. Convert the CT scans](image)

5.2. Hyperparameter

In terms of batch size, we used a relatively small size because GPU has only 8GB memory. It has no trouble when batch size is 4 or less. Dropout rate is just 0.9.

Learning rate is one of the most important for 3D convolutional neural networks. It is used by Adam(Adaptive momentum) and roughly $1e^{-5}$. The learning rate is $1e^{-6}$ during fine tuning process. Learning rate and momentum methods are found by many random trials.

5.3. Evaluation Metrics

In this paper, primary metric is accuracy for model evaluation. It is used by general modeling procedure. However, in medical fields, sensitivity and specificity is more important. Sensitivity, recall, also called true positive rate(TPR) shows the reliability of the tests. It measures the proportion of positives that are correctly identified. Another is specificity. It is called the true negative rate(TNR) that measures the proportion of negatives that are correctly identified. In oncology, type 2 error, false negative must be removed. Sensitivity is more important in the medical field.

- Sensitivity = TP / (TP + FN)
- Specificity = TN / (TN + FP)
- Accuracy = (TP + TN) / (TP + FP + FN + TN)

In this paper, we investigate the results with confusion matrix.

5.4. Results

The accuracy of the model is over 0.99 after 250 epochs. K-fold cross validation are used. SqueezeNet3D model converges faster in the training set and the accuracy of validation set nearly approaches over 0.99 in periodically.

![Figure 5. SqueezeNet3D model accuracy for training and validation set of lung cancer data](image)
In the validation sets, sensitivity is 1.0 and specificity is 1.0. Accuracy is just 1.0. It is perfect score. SqueezeNet3D has features to explain the cancer classifier. However, it shows the risk of overfitting training data and validation data.

Figure 6. the confusion matrix of validation set

In the test set, randomly about 8% partitioned dataset, sensitivity is 0.25 and specificity is 0.93. It remains the unsatisfied result. Maybe various cancer domain, such as adenocarcinoma, squamous cell carcinoma needs to be classified in the test set. In the general modeling process, overfitting may be avoided by regularization. However, regularization still has been studied in 3D convolutional neural network, because 3D matrix is more complex than 2D matrix or images.

Figure 7. the confusion matrix of test set

However, in the test set, randomly about 8% partitioned dataset, sensitivity is 0.25 and specificity is 0.93. It remains the unsatisfied result. Maybe various cancer domain, such as adenocarcinoma, squamous cell carcinoma needs to be classified in the test set. In the general modeling process, overfitting may be avoided by regularization. However, regularization still has been studied in 3D convolutional neural network, because 3D matrix is more complex than 2D matrix or images.

6. Conclusion

SqueezeNet3D is more powerful than other contemporary 3D CNN, because it reduces memory size and improves the speed. It consists of layers of seven depth that sufficiently converges the global minimum. It minimizes the training loss faster. Also, it has small sizes that has 1,861,186 parameters and needs only 8.9 MB. In this paper, it shows four times faster than other ordinary 3D CNN with GPU, Nvidia gtx 1080 in Ubuntu 16.04 LTS.

Even though it is the state of the art result for validation with squeezeNet3D, test scores are not satisfied. Its test scores are about 70% accuracy. It needs more regularization methods, weight regularizer or data augmentation methods to improve the test scores.

It is planning to test the data preprocessing of variable size and implementation of squeezeNet3D architecture not dependent on variable stacked sizes of CT. Finally, it will be tested with 3D data augmentation for unbalanced patient data.
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