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Abstract

In this manuscript, we explore three different Convolu-
tional Neural Network (CNN) models on a dataset com-
prising over 35000 paintings taken from WikiArt. We
explore different models, preprocessing procedures, and
hyper-parameters to maximize accuracy. Using our cus-
tomized model, we were able to reach a validation accu-
racy of 60.2% and a test accuracy of 61.4 % on a group of
6 thematic labels. Given these results, the dataset is exam-
ined more carefully and suggestions for improving both the
dataset and the classification model are given.

1. Introduction
This project involves labeling a dataset of images of

paintings taken from WikiArt. The images are labeled
based on theme, artist, style, and genre. There are 35750
images in total in the dataset. The main goal of this project
was to develop a neural network capable of reaching
high accuracies in theme classification. Three major
models were implemented and a number of preprocessing
procedures were explored to arrive at significant accuracy
enhancement in this project.

This project is motivated by the authors’ deep appre-
ciation of visual arts and their attempt to find a way to
use deep learning to classify paintings. Due to the rapid
digitization of available forms of visual arts, including
paintings, there is a need for researchers and art enthusiasts
to have access to an automatic system capable of accurately
classifying paintings. This is the authors’ attempt at
such system. Additionally, this project could be beneficial
in recommending paintings to users based on their interests.

This manual will explore all measures taken to properly
adjust and use the dataset for the learning tasks at hand. We
will first explore related work in this area which shed some
light on the fronts taken to explore this problem and the cur-
rent state of the art models used to enhance classification.

2. Related Work
The methods used for this task can be broadly put into

two categories. First, there are deep neural network models
and second, there are more traditional models using support
vector machines and related algorithms in conjunction with
manual feature selection to enhance classification.

In the first category, researchers have explored the use
of deep convolutional neural networks to identify different
aspects of paintings through various techniques such as
training from data or retraining pre-trained models on
datasets. With the help of CNNs, [8] achieves an 88%
recall on artist classification, [1] and [10] obtain state of the
art accuracy through extracting regional features as well
as global ones. [2] improves the genre classification task’s
accuracy by using pre-trained models in object and texture
classification. [14] uses adaptive weighted matching of the
convolutional layers to perform well on identifying similar
paintings. Finally, Inspired by the fact that correlation be-
tween feature maps describes image texture, [4] employed
deep correlation features for paintings style classification.

On the other hand, older papers explored the problem
differently. [15] and [5] took a more traditional approach
and used MATLAB to extract features of paintings and fed
it to a traditional neural network to classify their genres
on a much smaller dataset. [12] employed a multi-task
dictionary learning approach in conjunction with traditional
machine learning tools to classify styles of paintings.
[6] managed to obtain a good representation of texture
through modeling of local binary pattern operator through
traditional image processing techniques.

In [3], the authors utilize general neural networks and
Artificial Intelligence techniques to enhance bridge paint-
ings. [13] takes on the task of classifying images with
emotional content. [7] employs dual-tree complex wavelet
transform, Hidden Markov Tree modeling, and Random
Forest classifiers to classify styles of images. [9] obtains
101 high resolution digital versions of paintings from the
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Figure 1: The Family of the President by Fernando Botero

Figure 2: Teatime (Self-Portrait with Raphael Sawye) by
David Burliuk

Van Gogh and Kroller-Muller museums to help them with
traditional artist classification. Finally, [11] uses both global
as well as local features to rate paintings on an aesthetic
level with labels coming from art-inclined human observers.

3. Dataset and Features

Our dataset consists of over 35000 paintings taken
from WikiArt. Each image is labeled with four pieces of
information: artist, genre, style, and theme. Our task was
to classify images based on theme. Throughout training,
we used nearly 80% of the suitable data for training, 10%
for validation, and 10% for testing.

There are over 60 theme classes with a highly non-
uniform distribution of images per class. Figure 3 illustrates
the skew in the number of thematic labels. This dataset con-
tains a lot of peculiar images and even more peculiar labels.
For instance, figures 1 and 2 are two examples of images
which have the same theme, ”male portrait”, yet look vastly
different and do not necessarily represent a male portrait.

The skew in the distribution of images poses a chal-
lenge to any CNN-based learning model. As a result, a
fair amount of preprocessing was necessary. We explored
a number of options in this quest.

3.1. Preprocessing

For the baseline model explained in the following
section, we simply used the dataset as is, with the exception
of using only the top 12 most populated classes for theme
classification. As expected this is not a suitable long-term
plan and as a result, we decided to up our preprocessing
game.

Due to the mediocre results of the baseline model on the
naive preprocessing we did above, we decided to equalize
the number of examples we used for each class. As a
result, from the top four classes we selected only 2000 to be
represented in the training and validation sets. Furthermore,
we subsampled the images in the less represented classes
multiple times to get 2000 images for each of those as well.
It is noteworthy that all images in the dataset have different
sizes. Therefore, we focused only on images of size at least
256 × 256 and for subsampling, started from taking the
center, to the corners, and off-center 256× 256 sub-images.
Although this perfectly removed the skew in the data, due
to the nature of tasks at hand, it posed some challenges
which will be explained later.

Due to the challenges posed, we decided to first resize
all images to have size equal to 256×x or x×256, where x
is the larger dimension, and then take the middle 256× 256
sub-image for training. This meant having to take an
amount equal to the number of images in the smallest of the
12 classes for all classes used in our training. This proved
more useful as for most pictures in the dataset, one requires
seeing most of the image for classification. For instance,

Figure 3: Distribution of thematic labels in the dataset.
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two of the top 12 theme classes are ”male portrait” and
”female portrait”. It is clear that a subsample of the picture
that does not contain the face or the body of the person
would be completely useless in classification. Therefore,
resizing is indeed the right way to go.

Finally, since having 12 classes meant having to pick a
very small number of images per class (equal to the num-
ber of images in the smallest class from figure 3) and many
classes are too hard to distinguish, such as ”male portrait”
and ”female portrait”, we decided to further reduce our
number of classes by combining a few classes into one, such
as the aforementioned classes into ”portraits” or completely
delete some classes to end up with 6 final classes.

4. Methods
Our approach mainly consisted of establishing a proper

baseline model for the tasks, exploring and analyzing
the dataset to find a useful plan of action, and to finally,
optimize the best models for each task.

The experimentation mainly occured in the form of re-
moving/adding layers, the number of filters at each layer, as
well as tuning regularization, weight decay, learning rate,
and dropout probability. Due to the limited amount of
resources available, we also explored CNN’s that already
worked well on classification tasks, mainly VGGNet and
AlexNet.

4.1. Baseline Model

Our baseline model was a simple 2-layer convolutional
model. Figure 4a illustrates this model. This model consists
of two layers of convolution - batch normalization - max
pooling followed by two fully connected layers for classi-
fication. It must be mentioned that for the baseline model,
we were doing classification on 12 classes. As a result, the
final fully connected layer has a 12-dimensional output.

4.2. Main Models

The models we explored in this project are a small ver-
sion of VGGNet, AlexNet, and a more complex version of
the baseline model. These models are illustrated in figures
5a, 5b, and 4b, respectively. Our approach to optimization
was to first run these models until they completely overfit
the training data, and then optimize hyper-parameters
for best results. In rare cases, the number of filters in
the convolution layers were switched to explore how an
increase or decrease in the size of the model would enhance
accuracy. One point that became evident early on was
that it was more useful to have larger convolution layers,
in terms of number of filters, come first which is slightly
counter-intuitive.

(a) Baseline Model (b) Final Custom Model

Figure 4: Models Used During Training

It is worth mentioning that as opposed to some of the
papers mentioned earlier, we decided not to hard-code, or
develop ways to extract extra features from the pictures and
instead let the neural network do all the learning on its own.
This approach proved sufficient given our time frame and
expectations, however, to significantly increase accuracy, it
is necessary to make use of extra features.

4.3. Principles of Operation

Training and optimization of all these models are similar.
All contain a number of convolution, batch normalization,
max pooling, and fully connected layers, followed by a fi-
nal softmax layer which gives the probability vector of the
given image belonging to each of the classes. We used an
Adam optimizer for training.

5. Results and Discussion
In this section, we will discuss the results we obtained

throughout the course of training and explore how those re-
sults were optimized.

5.1. Hyper Parameter Tuning

Our general strategy for hyper parameter tuning was
to first find a suitable learning rate, then to optimize for
weight decay and regularization. In addition, we generally
optimized for 10 epochs until the latest stages of devel-
opment in which we reduced learning rate and ran longer
iterations to maximize accuracy. The minibatch size used is
32. This number provides a fair amount of parallelization
(and fast processing), yet is small enough for training to
not crash due to memory errors. In addition, given the size
of our modified dataset, we got enough granularity for our
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(a) Mini-VGGNet Model (b) AlexNet Model

Figure 5: Models Used During Training

learning algorithm.

The advantage of using Adam optimizer is its proper
use of momentum and its ability to not get stuck at local
optima. In addition, Adam optimizer has the ability to pick
a direction of change in the parameters that is fairly optimal
in terms of global loss minimization and is proven to be a
good starting point for all deep learning projects.

Properly adjusting the learning rate is perhaps the first
and most crucial step in training any neural network.
We carried this task out by first exploring a wide range
of learning rates from 10−7 to 101, and then using the
bisection method to arrive at a locally optimum learning
rate for any first attempt at a given model. After finding
the optimal bounds for the learning rate, all future tuning
of the hyper parameters was done with minor tweaks of
the learning rate, except for cases in which the model was
changed enough for the learning rate to require another
round of optimization.

Optimization of the other hyper parameters was per-
formed similarly to how learning rate was optimized.
However, upon changing the sizes of layers or adding or
removing more layers, or changing the model altogether,
another complete round of optimization was done.

Model Validation Accu. (%) Train Accu. (%)
Custom Model 60.2 65.6
Mini-VGGNet 51.1 56.4
AlexNet 49.6 54.5

Table 1: Final Theme Validation and Training Accuracies

Figure 6: Confusion Matrix for the Custom Model’s Output

5.2. Metrics

Our main metric was validation accuracy. However,
the results presented here also include precision, recall,
and confusion as well. It must be noted that all these
metrics served an important purpose in the path we took to
complete this project.

As mentioned in the preprocessing section, we first
started with classifying the top 12 classes in each category
without adjusting for the skew. This resulted in the model
getting relatively high train accuracies (above 60%) with
an increase in loss. It later became clear, using a confusion
matrix, that this was due to the model overfitting the three
most populated classes which greatly increased accuracy at
the cost of increasing loss for other classes. The confusion
matrix can also be used to deduce which classes are too
similar to each other in case one decides to hard-code
additional features to be used for training.

5.3. Results

Table 1 summarizes the best results achieved using our
three models for theme classification. Since the best results
came from the custom model, all metrics given hereafter are
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Figure 7: Train and Validation Accuracy of the Custom
Model

taken from the output of that model. Figure 6 is the confu-
sion matrix of the result. These results will be vigorously
explained in the next section. Figure 7 illustrates the learn-
ing curve of the model under the custom model. Using the
model that resulted in table 1, we were able to get a test
accuracy of 61.4%.

5.4. Discussion

5.4.1 Outputs of Different Models

Table 1 summarizes the outputs of different models. It is
clear that the custom model outperforms the rest in the
terms of validation accuracy by about 10%. The reason for
this difference is that we spent quite a significant amount
of time optimizing this model for the task of classifying
themes. Figure 7 shows the learning curve of the model.
We used an Adam optimizer with a learning rate of 0.005
and a dropout of 0.9. Clearly, this high amount of dropout
led to a low training accuracy early on and it was not until
epoch 16 where training accuracy finally caught up with
validation accuracy. In addition, it is clear that the rate of
increase in validation accuracy was fairly low. Maximum
validation accuracy was reached at epoch 21 after which
the model began to overfit.

5.4.2 Confusion Matrix

The confusion matrix is given in figure 6. It is evident
that the model is fairly successful at identifying ”portraits”,
”Christianity”, and ”boats and ships”. This is also evident
in the high recall values we can observe in table 2 for these
classes. For the other three classes, the recall values are
fairly low which are explained next.

First, let us look at and compare figures 8 and 9. These

Figure 8: True Label: Forests and Trees. Predicted: Houses
and Buildings

pictures belong to the ”forests and trees” and ”houses
and buildings” classes, respectively. However, in the first
picture, there is clearly a building present, and in the
second, a fairly large tree. As a result, coming up with the
label for these images is first, a highly subjective matter,
and second, error-prone for a classification model. This
explains the relatively high off-diagonal values in the center
of the confusion matrix.

Other areas of concern are the ”portraits” that were
misclassified as ”Christianity”, and ”mountains” that were
misclassified as ”boats and ships”. Again, the reason for
those is fairly similar. A fair portion of ”Christianity”
images are portraits of historical religious figures, for
instance, figure 10. As a result, those images should belong
to both ”Christianity” and ”portraits”. Unfortunately
however, only one thematic label was given for each image
in the dataset.

Finally, a significant number of ”mountains” -labeled
images were classified as ”boats and ships”. Figure 11 is
an example of a ”mountains” image. Once again, it is ev-
ident that the label is not fully representative of the image
and multiple labels should exist for the image. This was a
really common incidence in this dataset.

6. Conclusions
In summary, we investigated the success and failure of

three CNN models on classifying the theme of a collection
of over 35000 images taken from WikiArt. The challenges
posed by the dataset included having paintings taken from

5



Figure 9: True Label: Houses and Buildings. Predicted:
Forests and Trees

Theme Precision Recall
Portraits 0.76 0.61
Christianity 0.57 0.72
Forests and Trees 0.56 0.43
Houses and Buildings 0.45 0.51
Mountains 0.68 0.47
Boats and Ships 0.52 0.7

Table 2: Recall and Precision Values for Different Classes

a wide array of themes and styles of painting, huge skew in
the distribution of images per class, inaccurate labels, and
missing labels.

The models investigated included a mini-VGGNet
model, AlexNet, and a customized model optimized for this
task. The customized model was able to reach a maximum
validation accuracy of 60.2% and a test accuracy of 61.4
% at a training accuracy of 65.6%. Further investigation
showed that the model was fairly successful at classifying
”Christianity” and ”boats and ships” images correctly.
However, there was a fair amount of misclassification in
”portraits”, ”forests and trees”, ”houses and buildings”, and
”mountains”. The reason for this behavior was attributed to
inaccurate and missing labels and examples were presented.

Moving forward, it will be useful to have multiple
proper labels for each image along with models that can
properly learn based on multiple labels given for each
image. Furthermore, given more computation power, it
will be possible to investigate the effect of more complex
classification models such as ResNet and explore how
adding extra code to independently extract features from

Figure 10: Mary with the Child by Albrecht Altdorfer. Be-
longing to the Christianity Class.

Figure 11: Sea Bay by Ivan Aivazovsky. Belonging to the
Mountains Class.

the dataset could help with learning.
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