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Abstract

Recent groundbreaking work has demonstrated how con-
volutional neural networks can be used to perform style
transfer. Style transfer is a method of transferring the style
of one “style” image to the entirety of a “content” image,
resulting in a newly rendered image. We outline a strategy
for performing Localized Style Transfer, or the transfer of
style from one image to only a portion of the content im-
age. By using a combination of semantic segmentation, a
modification to the canonical neural style loss function, and
Markov Random Field Blending, we show how desired re-
gions of an image can be altered while leaving the rest of
the image intact.

1. Introduction

1.1. Motivation

With the seminal publication of “A Neural Algorithm of
Artistic Style” in 2015, Leon Gatys et al. [7] introduced the
application of convolutional neural networks to the problem
of image style transfer. Style transfer involves the trans-
fer of the style of an image to another, while preserving
the content of the target image. Research using the Gatys
et al. algorithm, and subsequent improvements, have pro-
duced impressive results of images in the rendering of var-
ious artistic styles, from Van Gogh to Kandinsky. Figure 1
depicts an application of the neural algorithm.

In the past couple of years, style transfer has made the
leap from the pages of academia into the hands of the
masses. In 2016, Russian-based Prisma Labs launched the
mobile-phone application Prisma, which allows users to up-
load photos and videos and transfer them in the style of vari-
ous artistic filters. The app’s technology is built off the neu-
ral algorithm introduced by Gatys et al. Within months of its
release, the app had over two million daily active users[12].
Researchers at Facebook AI Research (FAIR) developed the
lightweight Caffe2go deep-learning framework, which al-
lows for the real-time running of style transfer on mobile
phones [9], processing up to 20 frames per second. Face-

book has begun rolling out a new creative-effect camera in
the mobile app that gives users the ability to apply style
transfer on videos and images. Such industry applications
of style transfer are bringing deep-learning-powered artistic
expression to billions of social-media users worldwide.

1.2. Problem Statement

Most of the applications of style transfer thus far have fo-
cused on style transfer onto the entire image. We would like
to center our attention instead on approaches for achieving
visually pleasing partial-image style transfer. This would
allow for the selection of specific regions in the original im-
age to be altered, while the rest of the original image main-
tains its appearance.

2. Related Work
Semantic Segmentation Research in the field of seman-

tic segmentation has made rapid gains in the past decade.
The application of a fully convolutional network trained
end-to-end on semantic segmentation achieved state-of-the-
art results on the PASCAL-VOC dataset in 2015 [13]. The
CRF-RNN network (conditional random fields as recurrent
neural networks) [21] takes advantage of CRFs to formulate
the semantic label assignment problem as a probabilistic in-
ference problem to achieve finer segmentations. The MNC
framework introduced by Dai et al. [5] achieved state-of-
the-art results on the 2015 Microsoft COCO dataset, per-
forming instance-aware semantic segmentation using multi-
task network cascades. Just recently, He et al. [8] presented
the Mask R-CNN architecture, which improves upon Fast
R-CNN and Faster R-CNN to perform pixel-level segmen-
tation.

Style Transfer Gatys et al. [7] pioneered the applica-
tion of deep convolutional networks for whole-image artis-
tic style transfer, introducing a custom loss function that in-
cludes both a content loss and style loss. Johnson et al. [10]
improved the performance time of real-time style transfer
by optimizing a perceptual loss function instead of per-pixel
loss. Recent work has built off the algorithm of Gatys et al.
to explore the extensions of neural style transfer to various
specialized tasks. Luan et al. [14] introduced an approach
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(a) Original image of a cow in nature. (b) Style: a Pollock-esque image, Jump In (c) Vanilla style transfer

Figure 1: Style transfer on a photograph of a cow using Gaty et al.’s neural algorithm for style transfer

for photographic style transfer that preserves the photoreal-
istic quality of an output image when transferring the style
of one photograph to another. Their work is a modifica-
tion upon the Gatys et al. technique, which in comparison
yields a painterly style transfer. Selim and Elgharib [16]
introduced a technique for portrait style transfer that im-
poses spatial constraints using gain maps during transfer;
their implementation reduced the facial deformations that
would otherwise occur during neural style transfer. The au-
thors’ research is a neural-based approach to the applica-
tion of headshot portrait stylization [18]. In 2016, Gatys
et al. introduced an extension to their own previous work,
presenting two different methods, color histogram matching
and luminance-only transfer, for the task of color preserva-
tion of the source image during neural style transfer [6, 17].

Some recent work has begun to focus on the task of
partial-image style transfer, as opposed to whole-image
style transfer [3, 4]. A paper by Castillo et al. [3] presented
work on targeted style transfer using instance-aware seman-
tic segmentation, in which only part of an image is altered
by the style of a template source image. The authors’ im-
plementation combines the Gatys et al. algorithm for style
transfer with MNC instance segmentation [5] to create the
generated images using simple mask transfer and blending
the source style image with the target content image using
Markov Random Fields (MRF).

Markov Random Fields are used throughout image anal-
ysis and computer vision as a way to model structures
within images. Describing the statistical relationships be-
tween pixels and/or areas within an image. Previous work
has shown that it is possible to optimize such fields effi-
ciently using stochastic gradient descent [20], which allows
for easier development in deep-learning frameworks such as
Google’s Tensorflow. Finally, generative MRFs have pre-
viously been used for image synthesis in order to create
smoother images [15]. It has also been used in combina-
tion with convolutional neural nets to generate images with
fewer over-excitation artifacts and implausible feature mix-
tures [11]

3. Methods

We aim to improve upon the technique for semantic style
transfer to create images with more naturalistic and fine-
grained style transfer. To achieve this goal, we split the tar-
geted style transfer task into three main components, which
are detailed in this section.

3.1. Semantic Segmentation

First, we utilized a Caffe implementation of a CRF-
RNN (conditional random field-recurrent neural network)
network trained on the Pascal VOC dataset to generate a
mask for a given input image [19, 22, 1]. Broadly, the CRF
for pixel-wise labeling models each pixel in an image as
random variables that form a Markov Random Field when
conditioned on a global observation. In this context, the
global observation is the image upon which we wish to per-
form semantic segmentation. A CNN predicts labels for
each pixel without accounting for the smoothness or con-
sistency of the label assignments. However, after minimiz-
ing over a loss function that encourages similar pixels to
have the same label, while conditioning its prediction on
the entire input image, this formulation can output the most
probable class label for each pixel in the image. By using
a RNN to perform the tasks required for CRF inference, we
can utilize this CRF-RNN strategy for semantic segmenta-
tion. This method has achieved state-of-the-art results on
the Pascal VOC dataset.

We used the CRF-RNN to generate a mask for a given
input image. We then binarized the output masks such that
each pixel in the mask was set to a value of 0 or 1. Pixels
with a value of 0 correspond to regions in the original image
that we want to leave untouched by style transfer, whereas
pixels with a value of 1 denote regions to which we wish to
transfer style. We use this mask when calculating our style
loss function to perform localized style transfer.

3.2. Baseline: Naive Masked Transfer

The naive implementation of partial-image style trans-
fer, which we refer to as Naive Masked Transfer, involves
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first performing whole-image style transfer on the target im-
age. Then, a mask of the original image is generated using
segmentation, and the pixels of the stylized image corre-
sponding to the portion of interest delineated by the mask
are transferred onto the non-stylized image. While this is a
straightforward approach to tackling the partial-image style
transfer problem, the results often look quite crude and al-
most completely depend on the quality of the performance
of the semantic segmentation used, i.e. how fine-grained the
segmentation is.

Thus we explore two options for achieving a more nat-
ural localized style transfer. First, we introduce a modi-
fication to the canonical style loss function using masks
from semantic segmentation. Second, we explore the use
of Markov Random Fields for the smoothing of boundaries
between regions subjected to style transfer and regions that
are left untouched.

3.3. Masked Style Loss

The algorithm introduced by Gatys et al. minimizes a
custom loss function that sums over a style loss, content
loss and total-variation loss:

Ltotal = αLstyle + βLcontent + γLtv (1)

. In order to achieve style transfer on a segment of the image
rather than the entire image, we implement a modification
to the style loss calculation, where the original style loss
calculation is the sum of the style losses for a set of layers
L, (conv1 1, conv2 1, conv3 1, conv4 1, conv5 1):

Lstyle = w
∑
L
(G−A)2 (2)

where G and A are gram matrices at a given layer for the
content and style images. At each layer, for the current im-
age x and the source style image s, we have feature maps
Fx and Fs ∈ RWxHxD that represent the activations of
the D filters for each of the spatial positions in x and s.
Prior to computing the Gram matrices representing the fea-
ture correlations for x and s, we create a mask volume,
mask ∈ RWxHxD, from the binary mask generated by our
segmentation system, which we then apply to the feature
maps in order to mask over the spatial extent of each filter
in the volume.

Figure 2: Masked style loss. In order to apply a mask over
the style loss, we use a mask generated by our CRF-RNN
and extend it over the dimensions of the activation volume.
For an activation volume with depth D, we stack D masks
on top of each other to obtain the same spatial extent. We
then performed element-wise multiplication to calculate a
masked activation volume.

This results in the zeroing of regions of the activation
volume correspond to pixel locations that we want to leave
untouched by style transfer, while maintaining values in re-
gions which we wish to transfer style.

3.4. Markov Random Field Blending

As noted in Related Work, Markov Random Fields de-
scribe a markov relationship between nodes in a random
field (a set of random variables). By constraining the rela-
tionships between these variables we can create emergent
effects. These fields can be used in image processing to
blend two images together (i.e. a style transfered image and
the original) such that they make the boundary between the
two images as imperceptible as possible. One instance of
blending proposed by Castillo et al. [3] minimizes a unary
constraint on pixels and a binary relationship between pix-
els.

In our case, we first determined a border region on the
edge of the segmentation mask and then used a unary cost
that encouraged pixels along the border to be assigned to
foreground or background based on which set-assignment
zone (foreground/background) they are closest to. Given a
pixel p and a potential label for that pixel l, the equation
used by Castillo et al. is as follows, where cl is the closest
label:

U(p, l) = ||p− cl|| (3)

We modified this to allow for the labeling to be a continuous
value [0, 1]. Our intuition was that true blending would re-
sult from merging images into each other along their bound-
ary gradually, not through a binary labeling. Therefore we
instead use l0 and l1 (l0 = 1 − l1) to represent the relative
amount that a pixel should be assigned to the background
and foreground respectively. Ultimately, when blending,
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given a pixel’s original value po and its style-transfered
value ps we blended them with

p = l0po + l1ps = l0po + (1− l0)ps

. Noting this, we developed the following equation for a
given pixel and its labelings:

U(p, (l0, l1)) = l0||p− c0||+ l1||p− c1|| (4)

We then applied a binary cost that minimized the result-
ing contrast within the border region after the masked style
transfer has been applied to the original image (anti-aliasing
it). Loosely, this encourages pixels in the border region to
adapt a foreground or background label (now continuous)
based on what creates the smoothest blend between stylized
image and original image. Specifically, it computes the dif-
ference in intensity if two neighboring pixels were given the
label of the other pixel. The equation used by Castillo et al.
was:

B(p1, l1, p2, l2) = |Il1(p1)−Il2(p1)|2+|Il2(p2)−Il1(p2)|2

Where I(x) denotes the intensity (aka grayscale value) of
pixel x. However given our continuous labels we had to use
a continuous version of this equation:

B(p1, (l
0
1, l

1
1), p2, (l

0
2, l

1
2)) = l01l

0
2B(p1, 0, p2, 0)

+ l11l
0
2B(p1, 1, p2, 0)

+ l01l
1
2B(p1, 0, p2, 1)

+ l11l
1
2B(p1, 1, p2, 1)

Naively, this approach can be used on a fully stylized
image (no segmentation), the segmentation mask, and the
original image to blend them all together. However we also
applied this approach to our Masked Style Loss approach to
revert the non-masked portion of the image to the original
content.

4. Datasets

To generate the masks needed for our localized style
transfer, we use a CRF-RNN network (condition random
fields as recurrent neural networks) for semantic image seg-
mentation. We trained this network on the PASCAL-VOC
dataset, which consists of 20 classes, including people,
birds, cats, cows, and dogs. This dataset contains 11,530
images containing 27,450 ROI annotated objects and 6,929
segmentations.

To perform the style transfer portion of our project,
we used a VGG-19 network pretrained on the ImageNet
dataset.

5. Results

In the field of neural style transfer, there is no established
quantifiable methodology for evaluating the performance of
our approaches. In fact, the appraisal of an artistic image
can be quite a subjective experience. For the purposes of
our paper, we rely on qualitative assessment of our gen-
erated localized style transfer images to gauge the success
of our methods. For instance, to see how well we achieve
our task of localized style transfer, we look at whether our
system can transfer style onto the segmented portion with-
out transferring that same style (colors, patterns, etc.) to
the background. Additionally, we benchmark our Masked
Style Loss and MRF-blending methods against the results
of Naive Masked Transfer.

5.1. Semantic Segmentation

The goal of semantic segmentation is to label each pixel
with a given class. Since our CRF-RNN model was trained
on the Pascal VOC dataset, it can label each pixel in a given
input image as one of twenty different classes. To determine
how well this model performed, we qualitatively examined
the outputs of the CRF-RNN on a variety of images.

Figure 4: Result of CRF-RNN semantic segmentation on an
image of an cow.

The Figure 4 model does a good job of correctly labeling
all pixels in the cow except its horns, which are erroneously
labeled as part of the background.
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(a) Original photograph (b) Masked Style Loss technique (c) Style: Warhol’s Marilyn Monroe 31

(d) Segmentation mask (e) Masked Style Loss technique (f) Style: Van Gogh’s Starry Night

Figure 3: Masked Style Loss, Marilyn Monroe

5.2. Baseline: Naive Masked Transfer

Figure 5: Naive Masked Transfer

The result of the Naive Masked Transfer is shown in Fig-
ure 5. To obtain this result, we performed style transfer
over the entire image of an cow (Figure 4,left image) with a
Pollock-style painting (Figure 6). Using a mask generated
by our CRF-RNN, we then replaced pixels in the resulting
image with pixels from the original image. This enabled
us to recover the background from the content image, while
performing style transfer on the cow. We can see that the
resulting style transfer does not do a great job of capturing
the intricate features of the style image. Furthermore, the
placement of the cow in the rendered image looks artificial,
as if the cow were Photoshopped into the center of the land-
scape: the edges of the cow are distinctly jagged. Instead,
we wish to smooth the edges of the cow, in order to achieve
a more natural look.

5.3. Masked Style Loss

We modified the style transfer loss function using a mask
in order to perform localized style transfer, adapting a Ten-
sorflow implementation of vanilla neural style transfer [2].
Figure 6 is the result of Masked Style Loss on the input im-
age of an cow using the Jump In painting.
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Figure 6: Masked Style Loss technique using the Jump In
style image.

We can see that much of the unique style of the Pollock-
esque painting is transferred to the cow in the center of the
content image. Compared to the baseline Naive Masked
Transfer, the Masked Style Loss method more precisely
transfers the elements of the style image to the cow. We can
also see that the background of the cow image is slightly
distorted. In particular, the clouds and the sky in the back-
ground appear darker and more “painterly” in the newly
rendered image, but still without significant style influence
from Jump In. This demonstrates that although Masked
Style Loss does not perfectly maintain the integrity of the
original image, the technique does manage to stop the col-
ors and patterns of the style source from transferring over to
the background.

Figure 3 also visualizes the output of Masked Style
Loss on a photograph of Marilyn Monroe. After using the
Masked Style Loss technique with Figure 3c as the style
image, we obtain the result shown in Figure 3b. Again
we see that the style transferred from the Warhol artwork
is localized to Marilyn Monroe herself. The background
is lighter in color but otherwise retains most of its original
style and content. We found the effects of the Warhol style
transfer particularly pleasing as the bright-yellow color of
Warhol Marilyn’s hair is transferred over to the localized
Marilyn’s hair. A similar result using Van Gogh’s Starry
Night is shown in Figure 3e.

5.4. Markov Random Fields

Figure 8 shows the effects of first applying no MRF
blending (just masked style transfer), then applying only
unary costs to encourage the boundary to fade out be-
tween foreground and background, and then applying the
full MRF. The full MRF, which applies the mask shown in
Figure 7, shows clear improvements over pure masked style
transfer. Results from this and other images suggest that ap-
plying a secondary blending on top of masked style transfer
has strong potential for creating better merging of stylized

and unstylized segments in images. In the future it could
also be used to blend together multiple different styles into
one contiguous image.

Figure 7: The MRF-generated mask used in the final image
in Figure 9

6. Discussion
Overall we saw the best results from combining both of

our methods, as depicted in Figure 5. Note the uniformity of
the texture applied and the extremely weak boundary zone
between the cow and the background.

Masked Style Loss on its own, as can be seen in Figure
6, applies a more interesting palette to the segmented im-
age. However the blending between foreground and back-
ground is still a little rough in places, as shown in 8, and the
process altered the background slightly. Applying MRF-
blending to blend the new image produced by Masked Style
Loss with the original using the mask and Markov random
fields allowed us to regain the photographic background
while retaining the improved style transfer. Moreover, the
Masked Style Loss technique already made the borders
more amenable to blending than naive transfer. Figure 9
shows the final result of combining the methods: a more
colorful and well-blended version of our earlier transfer at-
tempts.

7. Conclusion and Future Work
While it is hard to objectively evaluate style transfer – as

artistic merit is largely a subjective domain – we feel con-
fident that this paper contributes toward creating seamless
style transfer that can be applied to a localized region of im-
ages based on semantic segmentation in such a way that the
image modifications blend well into the background. For
future work, we would like to implement the strategy out-
lined in Mask R-CNN by He et al. [8] for the semantic
segmentation part of our localized style transfer pipeline.
This framework has achieved state-of-the-art results on the
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(a) Naive masked transfer (b) Unary-cost-only MRF blending (c) Full MRF blending

Figure 8: From left to right: no MRF blending, unary-cost-only blending, full blending with unary costs and binary
costs. Particularly, note the differences within the respective highlighted sections of the image. These are all parts of
the image along the boundary between the segmented image and the background. As one can see, slight differences
exist between the first and second image but the largest improvement is from the second to the third – after binary costs
are introduced to the MRF.

Figure 9: Final result of using both Masked Style Loss and Markov Random Field blending

COCO 2016 challenge, and would bolster our ability to ex-
tract regions of interest in our input images, particularly
from more challenging images. Another interesting direc-
tion would be to play around with more specific domains,
such as the application of localized style transfer on human
faces. Such a task could involve training off a dataset com-
posed entirely faces, instead of the full ImageNet dataset,
for the VGG-19 model, and also the further modification
of the style transfer loss functions to account for the spatial
considerations of facial features.
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