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Abstract

Currently no individual treatment for head and neck can-
cer is available for its different subgroups. Recent research
indicates possible five molecular subgroups of head and
neck cancer based on DNA data which could lead to in-
dividual treatment plans in the future. Because DNA tests
can be costly, this report aims to classify the molecular sub-
groups from histological images.

In order to handle the large dimensions of the histolog-
ical section several preprocessing steps are introduced to
tile the section. A pre-trained VGG16 and a self-designed
convolutional neural network are used to predict subgroups
on a tile level. First experiments showed that the number of
520 available histological sections has to be reduced to 50
to obtain feasible run times on the available computational
resources. Very low validation accuracy (∼ 20%) was ob-
tained when the tiles were classified into five classes. This
fact is a combination of a three reasons. First, there is cur-
rently no definite evidence that a histological section con-
tains information about the molecular subgroups. Second,
a subgroup classification is only provided on a histological
section but not on a tile level. Because there is a possibil-
ity that the information about the subgroup is localized in
the histological section, training the neural network is quite
challenging. Third, there exists uncertainty in the number
of subgroups. In order to address one of these challenges,
we reduced the classification task to a two-class problem
indicating HPV+ and HPV- patients. Validation accuracies
of 85% were achieved. Generated heatmaps indicate that
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the entire histological section should be used in training as
well as that the subgroup information might be present at
several locations in the histological section. Future work
has to focus on localization of subgroup information in the
histological section and, therefore, select the correct tiles
that classify a whole slide image.

1. Introduction
Across all cancer types, an early diagnosis can signifi-

cantly increase the survival rate of patients. About 65, 000
people are diagnosed with head and neck cancer every year.
That represents approximately 3% of the total number of
cancer cases in the US [3]. Currently, no individual treat-
ment procedure is present for head and neck cancer patients.
Recent research indicates that head and neck cancer can be
possibly divided into five subgroups based on their DNA
methylation [2]. Because alternations of the DNA methy-
lation have been recognized as an important component of
cancer development, this data might be crucial for treatment
selection [8]. While most patients undergo a biopsy and
therefore have a histological image, DNA testing is only
sporadically performed. It would be very practical if the
molecular subtypes could be classified from the histological
image since it would lessen the need to acquire the lengthy
and expensive DNA tests. One of the biggest challenges for
histology sections is whether or not the information of the
molecular subgroups are present in the tissue image. An
additional challenge is the fact that diagnosis accuracy de-
pends on optical variations of colors and textures in the tis-
sue image due to non-standardized laboratory and experi-
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mental protocols. Other factors are the biological hetero-
geneities such as cell type and state.

In this project, convolutional neural networks (CNNs)
are used to build a classifier that categorizes whole slide
images (WSIs) into the possible five molecular subgroups
as proposed by Brennan et al.[2]. The goal is to achieve a
high accuracy on classifying WSIs. Others have used CNNs
to analyze and classify pathology images for other types of
cancer with success [6]. This exercise is also an opportunity
to validate the proposed molecular subgroups.

2. Background Related Work
There are several studies that have applied deep learning

methods to pathology images. Unfortunately, an extensive
literature search shows that there is a lack of studies with
regards to head and neck cancer as opposed to other types
of cancer such as lung or breast cancer.

Wang et al. [7] developed a deep learning framework to
detect and localize metastasis using the Camelyon16 dataset
[1]. The dataset contains WSIs with annotations indicating
where the tumor is located. Wang et al. extracted random
positive and negative patches to train their model and then
produced a heatmap that shows where the tumor is likely to
be. They achieved a patch classification accuracy of 98.4%.
Similarly, Liu et al. [6] recently used an inception-inspired
CNN to perform metastasis detection and localization for
breast cancer using the same dataset as Wang et al. . They
were able to detect 92.4% of the tumors at only 8 false pos-
itives per image.

Hou et al. [5] used a CNN-based method to perform sub-
type classification of glioma and non-small-cell lung carrci-
noma (NSCLC) cases. Their approach consists of two lev-
els. In the first level, an Expectation Maximization (EM)
based method is combined with CNN to output the patch-
level predictions iteratively. Particularly, this level dis-
tinguishes between discriminative and non-discriminative
patches (i.e. the label of the patch is the same as the true
label of the image or not). In the second level, histograms
of patch-level predictions are fed into a multiclass logistic
regression or Support Vector Machine (SVM) model that
predicts the image-level labels. Their best accuracies were
77.1% and 79.8% for the glioma and NSCLC, respectively.
It should be noted that this approach is problematic in that
the EM algorithm depends on the initial guess. Ideally, the
best approach would have a pathologist look at the train-
ing set WSIs and annotate where the cancer is likely to be
present.

3. Dataset and Data Preparation
The pathology images were obtained from the Genomic

Data Commons (GDC) data portal [4].The dataset consists
of 520 cases that have been uploaded in the data portal for

Head and Neck Squamous Cell Carcinoma under the TCGA
program (TCGA-HNSC). The WSIs are stored in a muti-
resolution pyramid structure as shown in Fig. 1. The labels
of the WSIs refer to the five possible molecular subtypes of
HNSC. These labels were received from the Gevaert lab in
Medicine School of Stanford University [2]. Specifically,
Brennan et al. performed unsupervised clustering of the
520 patients into the five subtypes based on their profiles of
epigenetically deregulated genes. The five subtypes include
one HPV+ subtype, two smoking-related subtypes, and two
atypical subtypes. It should be noted that the HPV+ subtype
is distinctively different than the other four subtypes based
on the study of Brennan et al. . In this study the HPV+ sub-
type is referred to as label 4 (when 5 classes are predicted)
or label 1\HPV+ (when 2 classes are predicted).

Figure 1: A schematic showing the multi-resolution pyra-
mid structure the WSIs are generally stored in.

The WSIs were preprocessed to obtain the RGB images
at a specified level. The highest level of resolution was cho-
sen so that the WSI could be cropped into smaller images
while maintaining important features of the image as shown
in Fig. 2. One would expect that label information is most
likely to be present in high resolution features such as de-
formation of cells. The WSIs were cropped into images of
size 256× 256× 3, Fig. 2A. Each cropped image was bina-
rized using Otsu’s method with a threshold of 0.8, Fig. 2B.
The binarized image was then accepted as a valid image for
our dataset if it had more than 70% white pixels ensuring
that we have enough features in the image for our neural
network to learn on. More than 2 million tiles were pro-
duced using this procedure. The only thing that is left to
do is to assign labels to these individual tiles. We make the
assumption that all tiles in a WSI have the same label as the
WSI (i.e. if the WSI label is 1, all its tiles will have label
1). As we learned later, this assumption is problematic. The
”Experiment” section discusses this in more details. After
assigning the labels to the individual patches, the tiles and
their labels are then ready to be taken as input to a neural
network for training, validation, and testing.
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4. Approach

Our initial approach was to test different architectures
and perform hyper-parameter tuning with cross-validation
in order to achieve high performance on classification of
the molecular subgroups.

Given the large number of tiles generated by the prepro-
cessing step (2.2 million tiles with size 256× 256× 3), the
limited computational resources and time constraints, we
had to reduce the number of tiles used to train our convo-
lutional neural network. In particular, we initially chose to
work with 2.5% of the area of each WSI and to test two
CNN architectures in order to achieve run times of approx-
imately one day. The first architecture we used is the VGG-
16 architecture, shown in Fig.4, and the second one is an ar-
chitecture developed by ourselves, shown in Fig. 3, which
we refer to as ”our model”. The various models and param-
eters used for tuning are listed in Table 1. Since the features
of a subgroup might only be seen in a very specific area of
the histological section and therefore could be easily missed
when using only 2.5% of the total image, we decided to re-
duce the number of patients to 50 but then use the entire
histology section. We selected only 50 patients to keep run
times below one day. Going ahead with these settings, we
encountered limited validation accuracy (detailed explana-
tion can be found in the ”Experiment” section). In the next
step, after consulting medical experts, we decided to reduce
the classes to the most distinct categories (HPV+ and HPV-
).

256 x 256 x 3

256 x 256 x 1

3000 x 3000 x 3

A

B

Figure 2: A super-resolved whole slide image shown on the
left. A) cropped image, and B) binarized image.

5. Experiment
Our initial exercises with 2.5% of the slide (aerially)

were quickly deemed incorrect after speaking to medical
specialist and understanding that cancer may be localized in
specific places. Taking such a small number of tiles in a ran-
dom manner could completely ignore the places where the
cancer was actually present. Furthermore, run times were
not practical given the time constraints of this project for
both the VGG-16 and our model.

Our subsequent approach was to consider a smaller num-
ber of patients but use the 50% or 100% of the WSI to ad-
dress the localization issue. A summary of our exercises is
shown in Table 1. We performed exercises considering both
all five subtypes proposed by Brennan at al. and only two
subtypes (HPV+ subtype vs. rest). The latter was suggested
by the authors of the study since they noted that these were
distinctively different. Results are summarized in Table 2.
It is clear that best results are achieved when only two sub-
types are considered. Figure 7 shows training and validation
accuracies over all training epochs for our best case where
we were able to achieve an 85% validation accuracy. Be-
cause the dataset became imbalanced when we combined
all labels other than label 4 into one label, we compute the
F1 score to ensure that our high accuracies are not just an ar-
tifact of using a highly imbalanced dataset. Therefore, Fig.
8 shows the F1 score over all epochs.

Figures 6 and Figure 9 show confusion matrices for our
best models considering five or two subtypes. Both models
are better at recognizing HPV+ as expected by the medical
specialists, indicating a true distinction in this subtype.

In order to further investigate the reason for the initially
low validation accuracy we decided to develop heatmaps of
the best validation results. In a heatmap we superimpose the
tiles back onto the original histological sections and color
them by their predicted subgroup class.

One of the biggest assumption that we have made
throughout our experimentation is that all the tiles that were
extracted from a WSI will have the same label as the WSI’s
label. This, in reality, might not be correct because indi-
cations of subgroups in the WSI are most likely localized
at one or several areas of the WSI. Most of the generated
heatmaps propose that the indications are distributed over
the WSI since no distinct accumulation of certain class-tiles
was observed, see Fig. 10. This uniform distribution of true
label tiles (label 1 in Fig. 10) makes it a difficult task to
predict the true label of the WSI. A majority vote for the
WSI cannot be applied since the indications might be local-
ized. Another idea was to apply a support vector machine
to identify accumulations of true label tiles in order to iden-
tify the true label for the WSI but because the true labels
are uniformly distributed that will not work either. Hence,
prediction is very low in the case of five classes because
there is no distinction between the patches that discrimina-
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Figure 3: Convolutional neural network used (Our Model).

# Model Learning Rate Area % Num. of Patients Num. of Classes
1 VGG-16

10−3, 10−2 2.5 520 52 Our model
3 VGG-16

10−3 50, 100 50
54 Our model

5 Our model 2

Table 1: The models used for hyperparameter tuning and area selection.

Input

3x3 conv, 64

3x3 conv, 64

Pool

3x3 conv, 128

3x3 conv, 128

Pool

3x3 conv, 256

3x3 conv, 256

Pool

3x3 conv, 512

3x3 conv, 512

Pool

3x3 conv, 512

3x3 conv, 512

Pool

FC 4096
FC 4096
FC 1000
Softmax

12

Figure 4: VGG-16 architecture. 1) the last affine layer that
was trained when using pretrained model weights, and 2)
the full model is trained on the dataset.

tively classify the WSI to have the correct label and those
that do not really matter to this classification task. In other
words, because the training dataset did not have annotations
indicating where the cancer is present in each WSI and our
algorithm did not explicitly determine those regions of each
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Figure 5: Training and validation accuracies when using 50
patients, 5 classes with 50% of the tiles.

WSI before predicting the labels of all the patches, the accu-
racy for predicting the five subtypes is expected to be very
low (as we experienced in Fig. 5). We are proposing to
use these heatmaps as a starting point for the pathologist to
identify critical regions that contain information about the
subgroups. The localization of the true label by a patholo-
gist is essential to make a classification with convolutional
neural networks possible. In a further experiment we inves-
tigated the effect of areal coverage on prediction. In one
case we only randomly select 50% (Fig. 10 a and c) of the
WSI’s tiles. Alternatively, the second case uses all tiles ob-
tained from a WSI (Fig. 10 b and d). The fact that the 100%
case does not cover the entire WSI results from the chosen
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Model Area % Num. of classes Best training accuracy Best val accuracy Best F1 score
Our model 50

2
0.96 0.85 0.82

Our model 100 0.90 0.76 0.78
Our model 50

5

0.86 0.38 0.38
Our model 100 0.56 0.19 0.19
VGG-16 100 0.66 0.42 0.42

Table 2: Results of the models ran with the selected 50 patients

1 2 3 4 5
Predicted label

1

2

3

4

5

Tr
ue

 la
be

l

0.54 0.03 0.29 0.24 0.03

0.05 0.30 0.16 0.27 0.22

0.31 0.09 0.21 0.34 0.01

0.03 0.05 0.13 0.68 0.07

0.33 0.02 0.43 0.03 0.08

Normalized confusion matrix

0.08
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0.24

0.32

0.40
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0.64

Figure 6: Confusion matrix for the dataset of 50 patients, 5
classes with 50% of the tiles.
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Figure 7: Training and validation accuracies when using 50
patients, 2 classes with 50% of the tiles.

threshold in the preprocessing step (see section Dataset and
Data Preparation). We interestingly observed that when us-
ing the entire information of the WSI we obtain a distinct
background label with another less frequent label. In some
cases the change is not very drastic (Fig. 10 a and b) but in
some cases a clear change can be observed (Fig. 10 c and
d). Even though this is an interesting observation we would
need further expert input in order to use that observation
for future work. Another interesting observation we made
is the fact that class 1 and 5 are mislabeled in most cases
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Figure 8: F1 score when using the imbalanced dataset of
50 patients, 2 classes with 50% of the tiles.
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Figure 9: Confusion matrix for the dataset of 50 patients, 2
classes with 50% of the tiles.

(see confusion matrix Fig. 6). This fact is an indication that
classes 1 and 5 might be very similar in their appearance
and, therefore, hard to distinguish. A discussion with Bren-
nan ([2]) showed that the number of subgroups might also
vary since it is a model choice in the k-means algorithm.
This similarity of different classes could be a valuable input
for an update of the molecular subgroups.
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True Label: 1

(a) 2 classes, 50% of tiles

True Label: 1

(b) 2 classes, 100% of tiles

True Label: 1

Label 1 Label 2 Label 3 Label 4 Label 5

(c) 5 classes, 50% of tiles

True Label: 1

Label 1 Label 2 Label 3 Label 4 Label 5

(d) 5 classes, 100% of tiles

Figure 10: Heatmaps of predicted labels of the patches overlaid on top of the whole slide image. Note that each colored
square is a 256× 256× 3 image.

6. Conclusion and Future Ideas
1. High resolution WSIs are required to capture impor-

tant cell features that may be indicative of a specific
HNSC subtype. Unfortunately, this leads to significant
down sampling, as the images are usually very large.
Down sampling images can be problematic as the cho-
sen tiles could lack information about the subtype.

2. It is suboptimal to train a model using labels at the
WSI level. The cancer is not necessarily present in
the whole tissue and is usually localized in small ar-
eas. This kind of discrimination could be performed by
a medical specialist (i.e. pathologist) and the dataset
could be significantly improved.

3. Given the localized nature of cancer, simple decision
procedures such as majority voting or max-pooling are

not effective. The problem must be approached in a
way that labels are provided at a tile level.

4. The problem is better posed towards finding probabil-
ity maps where cancer is most likely to be present serv-
ing as an aid and a second opinion to that of the pathol-
ogist. The heatmaps are a can be a valuable input for
the pathologist to identify areas that contain subgroup
information.

5. The similarity encountered in the confusion matrix
(e.g. class 1 and 5) could be a valuable additional input
for further investigations of the subgroups.
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