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CHILDNet: Curiosity-driven Human-In-the-Loop Deep Network
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INTRODUCTION METHODS

Humans can learn actively and incrementally . Siamese Net for One-shot Classification(’]

EXPERIMENTS
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Prediction Accuracy Varying number of classes
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Accuracy

Active Learning » Trained for same/different pair verification tasks

« Maintains running mean of features for each class
 Human annotation is expensive « Given input image x, predict class C* such that
» Choose examples to request labels for

Incremental Learningl! C* = argminp© (x)

« Sample 10 classes per episode
« 30 images from the 10 classes per episode
« 20,000 episodes for training

Test

* N classes per episode
« All images from N classes per episode

Number of classes = 3 96.4 16.7
Number of classes = 10 87.7 17.0
Number of classes = 20 77.1 17.2

Number of classes = 40 64.9 16.7

* New visual concepts emerge in the real world
« Learn new concepts while preserving existing
knowledge

* The modelis trained with 10 classes per episode
 The model is applicable to variable number of
classes

where p© (x) is similarity score between x
and mean of class c
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RESULTS
Label Requests

CONCLUSION

« Class-incrementall® online active learning is
possible

» The choice of rewards can trade off accuracy
for requests

RelLU activation

Goal 7
» Class-incremental online active learning from I : I : ey

. . Flatten I Flatten ‘
continuous unlabeled image stream T |

I Get elementwise dif ference between each feature vector

Task Definition |

- Stream of unlabeled image data | F""”"""“‘“’l’“’e”“"’""’"’
 Labels are only available upon request p (0 ) (1X1)

» Number of classes can increase over time

« Learn to recognize new classes online using as

few examples as possible

—e— 1st Instance —e— 5th Instance
—e— 2nd Instance

—e— 1st Instance —e— 5th Instance
—e— 2nd Instance

Label requests Accuracy

FUTURE WORK

« Experiment the model with larger datasets, e.g.
ImageNet
Develop automatic data annotator with humans
in the loop
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Reinforcement Learning Model
Rinc - —10

Evaluation Nearest

« Label request rate czas;mean

* Prediction Accuracy Pretrained RL Agent
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Network 6
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 The model makes fewer requests and achieves
higher accuracy on later instances of a class

* It makes decisions based on uncertainty about its
own knowledge

—e— 1st Instance —e— 5th Instance
—e— 2nd Instance

Omniglotl!

* 1,623 classes of characters

« 20 hand drawn examples per class
« Total 32,460 examples

» 800 classes for training, 400 classes for Reward R,,.,if predicting and prediction incorrect
validation, 423 classes for testing
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Concatenate policy gradient
Label requests

R, if predicting and prediction correct

Trading Accuracy for Requests
I‘:i"r Rinc =-10
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Accuracy(%) Requests(%)

R if requesting a label

req’

Supervised 93.4 100

Percent Label Requests
I
~

. . RL Prediction(R;,. = —1 87.7 17.0
Siamese network for feature extraction and (Rinc )

incremental learning

RL agent decides whether to request a label or make
a prediction

Policy gradient with parameter update rule:

RL Prediction(R;,. = —5) 92.1 24.1
RL Prediction(R;,. = —10) 93.2 26.3
* % of correct predictions and % of label requests

* Increasing the penalty for an incorrect prediction

0 < 0+ aVglog (g (s4, a;))v, improves accuracy at the cost of more label requests

where, v; is an episode discounted reward
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