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This PowerPoint 2007 template produces a 48”x72” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics.  
  

We provide a series of online answer your poster production 
questions. To view our template tutorials, go online to 
PosterPresentations.com and click on HELP DESK. 
  

When you are ready to  print your poster, go online to 
PosterPresentations.com 
  

Need assistance? Call us at 1.510.649.3001 
  
 
 
 
 

 

Q U I C K  S TA R T  
  

Zoom in and out 
As you work on your poster zoom in and out to the 
level that is more comfortable to you. Go to VIEW > 
ZOOM. 

 
Title, Authors, and Affiliations 

Start designing your poster by adding the title, the names of the 
authors, and the affiliated institutions. You can type or paste text 
into the provided boxes. The template will automatically adjust the 
size of your text to fit the title box. You can manually override this 
feature and change the size of your text.  
  

T I P : The font size of your title should be bigger than your name(s) 
and institution name(s). 
 
 
 
 

 
 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert 
a logo by dragging and dropping it from your desktop, copy and 
paste or by going to INSERT > PICTURES. Logos taken from web sites 
are likely to be low quality when printed. Zoom it at 100% to see 
what the logo will look like on the final poster and make any 
necessary adjustments.   
 

T I P :  See if your company’s logo is available on our free poster 
templates page. 
 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, 
copy and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of 
the corner handles. For a professional-looking poster, do not distort 
your images by enlarging them disproportionally. 
 

 
 
 
 
 
 
 
 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look 
good they will print well.  
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Q U I C K  S TA RT  ( c o n t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going 
to the DESIGN menu, click on COLORS, and choose the color 
theme of your choice. You can also create your own color 
theme. 
 
 
 
 
 
 
 
 
 
You can also manually change the color of your background by 
going to VIEW > SLIDE MASTER.  After you finish working on 
the master be sure to go to VIEW > NORMAL to continue 
working on your poster. 
 

How to add Text 
The template comes with a number of pre-
formatted placeholders for headers and 
text blocks. You can add more blocks by 
copying and pasting the existing ones or by 
adding a text box from the HOME menu.  

 
 Text size 

Adjust the size of your text based on how much content you 
have to present. The default template text offers a good 
starting point. Follow the conference requirements. 

 
How to add Tables 

To add a table from scratch go to the INSERT menu 
and click on TABLE. A drop-down box will help you 
select rows and columns.  

You can also copy and a paste a table from Word or another 
PowerPoint document. A pasted table may need to be re-
formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 
Margins. 
 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or 
Word. Some reformatting may be required depending on how 
the original document has been created. 
 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to 
see the column options available for this template. The poster 
columns can also be customized on the Master. VIEW > 
MASTER. 

 
How to remove the info bars 

If you are working in PowerPoint for Windows and have 
finished your poster, save as PDF and the bars will not be 
included. You can also delete them by going to VIEW > 
MASTER. On the Mac adjust the Page-Setup to match the 
Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master. 
 

Save your work 
Save your template as a PowerPoint document. For printing, 
save as PowerPoint or “Print-quality” PDF. 
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In traditional structure from motion mapping, a camera uses 
a series of images to calculate disparity and depth to directly 
compute a point cloud for scene reconstruction. However, in 
cases such as autonomous vehicles, the 3D reconstruction 
alone is not enough to gather the necessary scene 
information. In the case of autonomous vehicles, vision is 
needed to distinguish obstacles as well as recognize intent. 
My project, is about using object recognition to augment 
reconstruction by replacing partially reconstructed meshes 
of objects with full models of a generic model type 
recognized by CNNs. The results are evaluated visually, by 
comparison with the original scene, as well as numerically, 
by comparing depth, size, and object type to real collected 
data.   
 

INTRODUCTION	

The purpose of this project is to detect objects in 3D space 
by properly segmenting the portions of the Point Cloud 
related to three classes: Person, Car, and Cyclist. Although 
other classes, such as Plant and Train/Tram, are included in 
the detection suite, there is not a significant enough set of 
objects outside of the three major class types to warrant a 
full training/testing dataset.  
The purpose of using a neural network is to detect the 
shapes of the vehicle within the 3-D image so it can be 
processed or segmented out. For this ,the goal is to compare 
the effectiveness of using camera data to detect the sources 
of foreground data versus a method that only used volume-
based neural networks such as V-CNN.  
Once these foreground obstacles are detected, they then 
could be tracked by the vehicle over time, and can then be 
either recorded or acted upon by a vehicle decision. 

OBJECTIVES	

For the initial run, Faster-RCNN trained on default VGGNet was 
used to segment and detect the objects within the camera image. 
Afterwards, the velodyne data was projected onto the camera via its 
transformation and projection function, and the data within the 
object region was labeled accordingly. 
KITTI has a number of benchmarks for both tracking and object 
detection. In the 2D object detection case, KITTI finds the average 
precision of the dataset, based on the PASCAL defined metric. 
Essentially, this involves averaging the percentage of correctly 
detected features over the total possible detectable features. 
For 3D shape detection, PointNet was used, which is a series of 
augmented fully connected networks (with feature transformation as 
well as  max pooling for feature aggregation) 
 

METHODS	

RESULTS	 CONCLUSIONS/FUTURE	WORK	

The default configuration of Faster-RCNN (trained on VGGNet) 
proved sufficient to detect the majority of vehicles within a region.  
The PointNet structure was unable to determine the location of the 
objects given the input data. Given the lack of provable evidence of 
a vehicle or person shape within a single LIDAR scan, the best next 
step would be to combine several LIDAR scans / sets of image data 
into a single, continuous stream. This would change the frame of the 
objective from one of object detection to that of object tracking. 
While an initial attempt could be to use a LSTM or similar state-
driven approach, there are multiple sources on KITTI for current 
tracking methods and benchmarking sources within a tracking 
section of the KITTI dataset. 
Additionally, the shapes could be run individually into PointNet, 
although there don’t seem to be enough recognizable feature s on the 
point cloud to recognize objects within it. 
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