
Poster Print Size:
This poster template is 24” high by 36” 
wide. It can be used to print any poster 
with a 2:3 aspect ratio including 36x54 
and 48x72.

Placeholders:
The various elements included in this 
poster are ones we often see in 
medical, research, and scientific 
posters. Feel free to edit, move,  add, 
and delete items, or change the layout 
to suit your needs. Always check with 
your conference organizer for specific 
requirements.

Image Quality:
You can place digital photos or logo art 
in your poster file by selecting the 
Insert, Picture command, or by using 
standard copy & paste. For best results, 
all graphic elements should be at least 
150-200 pixels per inch in their final 
printed size. For instance, a 1600 x 
1200 pixel photo will usually look fine 
up to 8“-10” wide on your printed 
poster.

To preview the print quality of images, 
select a magnification of 100% when 
previewing your poster. This will give 
you a good idea of what it will look like 
in print. If you are laying out a large 
poster and using half-scale dimensions, 
be sure to preview your graphics at 
200% to see them at their final printed 
size.

Please note that graphics from 
websites (such as the logo on your 
hospital's or university's home page) 
will only be 72dpi and not suitable for 
printing.
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Change Color Theme:
This template is designed to use the 
built-in color themes in the newer 
versions of PowerPoint.

To change the color theme, select the 
Design tab, then select the Colors 
drop-down list.

The default color theme for this 
template is “Office”, so you can 
always return to that after trying 
some of the alternatives.

Printing Your Poster:
Once your poster file is ready, visit 
www.genigraphics.com to order a 
high-quality, affordable poster print. 
Every order receives a free design 
review and we can deliver as fast as 
next business day within the US and 
Canada. 

Genigraphics® has been producing 
output from PowerPoint® longer than 
anyone in the industry; dating back to 
when we helped Microsoft® design 
the PowerPoint® software. 

US and Canada:  1-800-790-4001
Email: info@genigraphics.com
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● Generative Adversarial Networks (GANs) generate images 
from a min-max game between generator and discriminator

● Recent research has focused on improving GAN architectures 
for  training and image quality, such as WGAN

● We focus on building  an architecture to directly train 
autoencoders for GANs to better understand  the learnt 
latent space representation of these networks

● Previous research into conditional GANs conditions GAN 
training on labeled data for more specific image generation, 

● Preliminary results in the DCGAN paper illustrate the 
potentials of latent space traversal and selective dropout for 
tuning image generation and semantic understanding

Background

Models

● To train a GAN auto-encoder we first trained the DCGAN 
model for 25 epochs and used the trained generator 
weights as our encoder

● We experimented with three approaches to encoder 
networks with the L2 similarity metric
○ Fully connected encoder model baseline
○ Deep convolutional encoder
○ Transfer learning encoder with weights from the 

trained discriminator from the DCGAN model 
● We then experimented with different loss functions to 

produce more realistic encodings: L1, L2, and SSIM

Dataset
● The celebA dataset contains over 200,000 face images of 

various celebrities
● Labeled with 40 different binary attributes for facial 

features, including hair color, gender, relative age, and 
whether or not the person is smiling.

● GAN autoencoders can be effectively created by transfer 
learning from the discriminator network

● Manipulating encoded images in the latent vector space  
with simple vector operations to generate images

● Our model seems limited by inherent biases in the 
generator and dataset (female faces), which can perhaps 
be addressed with different generator approaches

● In the future, we want to explore better quantitative 
metrics for generated image quality and possible end to 
end architectures for image processing

● Explore different operations in the latent space and 
selective dropout and effects on generated images

Conclusions and Future Work

Qualitative Results

Epoch 8

Evaluation
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Training the extended transfer learning encoder :  
    

Epoch 1

Using GAN autoencoder to create smiling image

Figure 1: GAN Autoencoder and Generator network overview.

Figure 2: Encoder network architectures.

Figure 3: Training loss curves for transfer learning encoder.

L2 Loss L1 Loss SSIM Loss

FC Encoder 668.223 - -

DeepConv Encoder 525.860 - -

Transfer Learning Encoder 641.906 1990.323 0.293

Extended Transfer Learning 
Encoder

701.273 - -

Figure 4: Loss results.


