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Background and Introduction

Motivation. Human beings are quickly able to
conjure and imagine images related to natural lan-
cuage descriptions. For example, when you read a
story about a sunny field full of flowers, an image of
a beautiful field with blossoming flowers might pop
into your head. Artificial synthesis of images using
text descriptions or human cues could have profound
applications in visual editing, animation, and digital
design.

Related Work. In order to tackle this problem,
we utilize the stacked Generative Adversarial Net-
work (S-GAN) architecture proposed by (ZXL716).
Stacked GANs improve upon an earlier DC-GAN
architecture for text-to-image synthesis proposed by
(RAY™16), which described how to utilize GANs
to generate images by conditioning on text descrip-
tions. However, the synthesized images from DC-
GANs did not great fidelity or the ability to pro-
duce output at high-resolution. Stack-GANs at-
tempt to improve the synthesis process by using

a two-stage procedure, each of which is it’'s own
manageable GAN implementation. The first stage,

stage-1, learns to produce the rough shape and pri-
mary colors of the synthesized object conditioned on
a given text description, and generates background
regions from a random noise vector sampled from
a prior distribution. The generated low resolution
image is coarse and of lower fidelity than provided
texts description. It may eve have entire objects
or segments missing. However, to improve fidelity;,
a second GAN is stacked on top: a stage-II GAN,
which aims to generate realistic high resolution im-
ages conditioned on both the low resolution image
as well as the provided text description.

Dataset

The Story of the Birds and Flowers. | uti-
lized the birds and flowers datasets from CUB and
Oxford-102 respectively:.

Methods and Model Architecture

For each stage, we utilize the GAN training procedure that is similar to a two-player min-max game with the
following objective function:
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where x is a real image from the true distribution, and z is a noise vector sampled from p,, which might be

a (Gaussian or uniform distribution.

Moreover, in our architecture we will follow the conditional-GAN approach and additionally condition both the
cgenerator and the discriminator on additional variables, which will be the text embeddings of our descriptions,
denoted by ¢, therefore giving us generator and discriminator G (z,c¢) and D (z, ¢).

Our model architecture is shown in the figure below. In the figure G; denote sthe generator from stage-I,
which produces low-resolution images, and Gy is the generator from stage-1I, which produces higher quality
images by conditioning on the text ¢ and Gy

Deep Structured Text Embeddings

The text-embeddings we conditioned on were first pre-trained using a structured joint embedding approach.
More precisely, we trained functions f, and f; that map image features v € V) and text descriptions ¢t € T to
class labels y € YV , i.e., that minimize the empirical risk given by

% é\f: A (Yn, fo(Un)) + A (yn, fr (t0)) ,
n=1

where A : Y x YV — R is the zero-one loss derived from looking at one-hot encodings of our class labels. To
make things differentiable, I used a convex surrogate rather than the discontinuous 0-1 loss.
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Experimentation and Results

The results in the bottom show the generated im-
ages from Stage I and Stage II respectively. As can
hopefully be seen from the images here, the images
from the first row contain the Stage I generations,
which do indeed generate rough sketch of a bird, but
are not very high-resolution or clean. The Stage 11

images, however, are much more realistic and have
much higher fidelity:.

Conclusion and Further Directions

In future work I'd like to try and scale to larger
image-caption datasets like MSCOCO. I'd also like
to try a sequential dual-training method, where we

train do text-to-image synthesis in tandem with

image-to-text synthesis. For multi-category datasets
like MSCOCO these might perform better.
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