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Objective
Our goal is to teach a robot to navigate indoors from any starting location to any 
target on the shortest possible path using only visual data.

Data Set and Problem Statement

Introduction
With the rise of autonomous vehicles, not only are self-driving applications 
promising but so too are indoor navigation problems. Deep reinforcement learning 
such as actor critic networks are currently being researched, but in this project we 
turn our attention to a relatively unexplored area: deep imitation learning. Instead of 
the agent making mistakes and learning through cost functions, imitation learning 
has an expert teach high value actions to the robot before it explores. Imitation 
learning is promising because it mimics a crucial aspect of the human learning 
process: teaching.

Methods

Results and Analysis
We expect the DAgger Algorithm to outperform the supervised  learning algorithm 
because supervised learning is unable to recover from steps off of the expert 
policy steps that it learned.
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We implemented supervised imitation learning algorithm and the DAgger 
algorithm. The DAgger Algorithm goes as follows:

In other words, at every step we follow the expert policy with a certain probability 
and the trained policy with a certain probability. The rate at which we use the 
expert policy decays over time, as we train the policy on an increasingly large 
dataset aggregated over the training iterations.
In the supervised imitation algorithm, we use the expert policy to train only on the 
locations that would ideally be chosen by the robot, which is an optimistic . This 

 

We used the THOR dataset which, provides a framework to navigate several 
scenes. Each scene consists of a graph of locations within a room, along with 
the corresponding image observed from that location (see above). The state of 
the robot at a given time is its robot and its orientation, one of the four cardinal 
directions. For each state, the information available via THOR includes the 
visual input that the robot receives at that location as well as features of the 
images derived from ResNet. The goal, for a given starting location and ending 
location, is to efficiently move through the scene without making any collisions 
along the way. We seek to address this problem through imitation learning.

We can considerably improve our success rates by changing the 
architecture of our neural network to a pre-trained ResNet instead of our 
current four layer fully connected model. We can further improve our 
success rate through retraining parts of the ResNet model, implementing 
SIFTDagger and by training on more scenes and targets.

Future Work


