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• The	amount	and	themes	of	video	we	deal	with	are	immense
On	YouTube:	300 h	uploaded/min,	5 B	watched/day

• YouTube-8M	dataset:	7	M	video	URLs,	3.2	B	features,	4716	labels
• Goal:	achieve	higher	accuracy	rate	using	audio	and	visual	features	
• Input:	frame-level	visual	and	audio	features	(1	frame/sec)
• Output:	multiple	labels	summarizing	the	key	topics	of	the	video

• We	trained	our	model	using	Tensorflow on	Google	cloud	using	GPU
• Average	training	runtime	is	1	to	3	hours	for	frame-level	models

1. Video-labels	maintain	reasonable	level	of	
performance	compared	to	frame-level	models

2. Classifying	user-generated	content	is	noisy,	both	in	
labeling	and	input

3. Multi-modal	models	greatly	improves	classification
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Avg_Hit@1 Avg_PERR MAP GAP
logistic	

(video-only) 0.788 0.646 0.646 0.707

logistic	
(audio-only) 0.565 0.431 0.089 0.429

Dense
(audio	+	video) 0.836 0.703 0.387 0.775

MoE
(audio	+	video) 0.84 0.709 0.415 0.782

LSTM (video-
only) 0.645 0.573 0.266 N/A

Hit@k:	the	fraction	of	test	samples	that	contained	at	least	
one	of	the	ground	truth	labels	in	the	top	k	predictions
PERR	(precision	at	equal	recall	rate):	precision	of	scoring	
labels	among	all	ground-truth	labels
MAP:	mean	average	precision
GAP	(global	average	precision):	official	metric	for	Kaggle
Challenge:	area	under	the	precision/recall	curve
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