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the effectiveness of neural module visual question answering dataset
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CLEVR by 8.6X over strong baselines program representation of each

and 2.3X over human evaluators. We guestion (accessible during training).
address and remedy performance
iIssues of the authors’ architecture,
providing both strong computational
complexity bounds and practical
speedups of over 14X.
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Justin’s model assembles per-example
architectures, this is not feasible in the
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speedups during the backward pass, _ . . , ,
regardless of batch size. This is an S = max program length Topological Sort: O(ps) e 14X during cell execution
impediment to expansion upon and b = batch size Improved Topological Sort: O(pd) while being ~30% more memory
adaptation of his model. d = max tree depth + Balanced Program Trees: O(p log. d) efficient.
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