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”How well do these networks really understand images?” We explore this question
through through two approaches: first through the task of Visual Question
Answering (VQA), where the model is trained on images and associated question
answer pairs in natural language. Second, we measure effectiveness of transfer-
learning to image recognition. We use a model pretrained on image-recognition
task and retrain its weights during VQA training and then test it again on image
recognition task.

Visual Question Answering Problem

Architecture of VQA systems proposed has following modules
• Input Image Module: To extract features from the input imageInput Question

Module: To learn some representation of input question
• Attention Module: For attention mechanism to identify the relevant regions of

image (yang et. al, 2016, Xiong et. al., 2016) and question (Lu et. al., 2017),
• Output Module: For Softmax output
We considered Stacked attention network (SAN), Yang et. al. 2014, and Dynamic
Memory Network+ (DMN+), Xiong et. al., 2016. .
In DMN+, for image input module, we feed the raw input image to a pre trained
VGG-19 model. Each of these local regional vectors obtained from VGG’s last pooling
layer are multiplied by weights to give feature embeddings fi. The traversal to create
embeddeing is done from left to right and row by row and given as input to a
bidirectional GRU

The output of this becomes input to the episodic memory module. In the episodic
memory module the attention is implemented as follows

New episode memory state is obtained by
In SAN output of visual input module and question module are fed to Stacked
attention network. the image feature vector is fed to a single layer neural network
with softmax output to calculate the attention distribution.

Methods & Algorithms

In dataset for each image, three questions and for each question there are ten
answers annotated by human annotators. There are two versions of this dataset.
Version 2 has balanced real images as compared to Version1. Both versions have
204,721 COCO images. Of which 82,783 training images and 81,434 test images. It
has 4,437,570 annotations about these images and 443,757 training questions. For
test, there are no annotations and 447,793 testing questions

VQA Dataset And Experiments
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• SAN are DMN+ show very similar performance
• Random initialization of DMN+ doesn’t affect the performance

• Visualizations on attention demonstrate the model is able to identify

regions of interest well

• Ongoing performance evaluation on VQA 2.0

• Ongoing using trained Resnet on CIFAR 10

Conclusions and Ongoing Work

Method Dataset All Yes/no Number Other

SAN(2, CNN) VQA 1.0 52.3 79.3 36.6 46.1

DMN+ (glove
initialization)

VQA 1.0 52.64 77.3 29.34 31.37

DMN+ (random 
initialization)

VQA 1.0 54.27 78.33 38.24 31.46

Performed analysis on SAN and different settings of DMN+. Following
table shows the overall accuracy and for different answer types
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