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Motivation & Background
● People should never judge a book by its cover, but 

what about machines? 
● The cover is a reader’s first impression with the book.
● Important for marketing and categorization. 

We leveraged the following models for our task:

Problem Statement

Datasets

Methods

Conclusion & Future Direction
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● Amazon Marketplace book cover images and titles, 
with human-curated genres.

● Subsample 19,000 of these samples evenly across 10 
genres:
○ Train: 15,391, Dev: 1,710,  Test: 1,900 

● Total words: 168,498
● Total unique words: 18,555

Goal: Determine a book's genre by its cover and title.
Benchmark: Top 1-3 Accuracy from Kenji et al., 2016.
Approach: Ensembles of image and text classifiers.

Image Classification:
● Fully Connected Net
● Conv-Pool Net
● SqueezeNet*
● VGG-16*
● ResNet-50*

Text Classification:
● SVM
● Naive Bayes
● Text CNN

* SqueezeNet, VGG-16, and ResNet-50 were all pre-trained on ImageNet.

.

Experimental Evaluation & Results

● There is a relationship between book cover artwork, 
title, and genre.

● Image is a strong indicator, text is even stronger.
● Naive Bayes is the best text classifier.
● Future: Use an attention mechanism to ignore red 

herrings in artwork.
● Future: Extract title from image.
● Future: Analyze features determined by the network

● Train ensembles of best image & text classifiers.
● Combine with a linear classifier.


