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Metrics

Val Acc 96.26%
Fβ Score (β=2) 0.9156

Dataset (Planet: Understanding the Amazon from Space)
- Dataset of 40,000+ high resolution satellite images
- Images given up to 17 potential labels (some rare, some common)
- Images contain specific and general features

- Label satellite images of rainforest with multiple land/air conditions
- Automated labeling can track where/how/why of deforestation
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Model performance is based on validation accuracy and mean 𝐹𝐹2 score

𝐹𝐹𝛽𝛽 = 1 + 𝛽𝛽2
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

(𝛽𝛽2∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
Precision: the ratio of true positives to predicted positives
Recall: the ratio of true positives to actual positives
𝐹𝐹2 score weights recall higher than precision

Used a variety of pre-trained and randomly initialized state-of-the-art NN 
models (VGG, ResNet, Inception) as well as our own architecture for multi-
class labeling of satellite imagery with the Keras Framework (Tensorflow) [2].

Models were set up to output 17 probabilities [0,1] that represent the 
presence of a given label belonging to an image, with averaged binary 
cross-entropy loss. A threshold is applied to create generated labels.

The residual architecture acts too 
generally and performs poorly on 
specific features.

Heatmaps show inability to 
concentrate on many individual 
nuanced labels.

Saliency Map Heat Map

Saliency maps denote the pixels in an image that 
contribute most to a given label
Heat maps denote the area in an image where the 
classifier looks for a given label

Training History (Best Performing)

- Use CNNs (Pretrained and Random) of various architectures
- Evaluate and improve performance of dataset labels
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Heat MapSaliency Map

Inception fails to look for appropriate 
features in a given image (heat maps). 

The saliency maps show that the 
network is looking at the wrong pixels 
for specific labels.

Inception is not suited for multi-label in 
this use case.

Heat MapSaliency Map

VGG is most similar to the best 
performing custom net, but deeper 
and more complicated.

Saliency and heat maps show accurate 
focus regions for some classes, but 
for others are completely wrong. 
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