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Methods and Models

Weighted sigmoid cross entropy loss

Problem Statement

e Given satellite imagery of Amazon basin, classify a scene. o

Background

e Amazon deforestation issue: climate change,

habitat loss, reduced biodiversity. e This is a multi-label classification task with 17 labels. Labels are created by e Per label threshold optimized for Val F2

e Kaggle competition hosted by Planet. crowdworkers, so might be noisy. Precision x Recall e Dataset augmentation by rotation

e Lots of machine learning models for other e Evaluated using F2 score. Fy =5 % — e Ensemble of 13 Resnet(Average and Majority Vote)
satellite imagery, but no robust method yet to 4 x Precision + Recall e Exponential Moving Average of Weights
differentiate human vs natural causes of . e Batch size: 32. Trained for ~10 epochs
deforestation for Planet imagery. Experl ment Results ¢ Implemented with Keras and Tensorflow

e Potential impactis to help global community to | e 1-2 hours train time for most models using Google Cloud GPUs (k80), all with
understand and respond to deforestation. JPG images. MLP

e FC(1024) - Drop(0.5) =» FC(17)

Per label F2 using Resnet (ensemble):
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Model Val F2 (%) Test F2 )
(%) e Adam: 1e-4 learning rate, 0.001 decay
Dataset Naive 646  |N/A primary 99.15 | habitation  [78.49 |
e 256 X 256 x (3,4) satellite images of Amazon (JPG . onvie
and GeoTIFF) 8 MLP 64.6 N/A clear 97.69 | cultivation 168.56 | o 5y (Conv3-32 9 Conv3-32 = Pool2 ) FC(1024) =
e 40k train images, 61k test images DenseNet 66.98 N/A partly _cloudy [94.2 co_nventlonal_ 46.51 Drop(0.5) = FC(17.)
o Remove 5k train for a validation set ConvNet 88 88 agriculture  |90.4 ||™MN® e Adam: 1e-4 learning rate, 0.001 decay
e 17 labels, heavily skewed. InceptionV3 Transfer |88 N/A cloudy 37 64 |/ Pare_ground |42.96
00 selective _log [29.41 DenseNet oL
oo Resnet Transfer 90.4 90.6 road 86.63 | ing e 25 layers, initial filter: 8, growth rate: 8
Resnet (single 92.6 92.25 artisinal_mine |85.71 bloomin 19.85 e Dropout: 0.2
o0 model) water 35 53 9 : e Adadelta: 0.5 learning rate, 0.001 decay
25000 Resnet (ensemble) [93.03 92796  |[;a70 007 |oashbum 316 | e Did notlearn well
20000 Noisy label example: blow_down |0

InceptionV3
e Transfer learning

10000 e InceptionV3 =» FC(2048) =» Drop(0.5) =» FC(1024) =
. I I I Drop(0.5) = FC(17)
e Adam: 5e-4 learning rate, 0.001 deca
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£ E; Predicted: clear primary water Predicted: cloudy Predicted: clear primary water * ResNet50 = FC(2048) = Drop(0.5) = FC(1024) =
) - Drop(0.5) = FC(17)
Image Number: 10131. Tags: clear habitation road. Fi nd i ngs a nd Futu re Work ® Adadelta: 0.5 Iearning rate, 0.002 decay
) ) ) BN . Asof 06/05/2017, got rank 26 out of 370. Top of leaderboard is at 93.296% F2.
" " " e Resnet performs the best on this image classification task. Acknowledgement o .
2 2 4w e There are some errors in the ground truth labels: ~10-15 mislabeled. Special thanks to Google for providing Compute Engine
e . & e Low F2 scores for rare labels even with weighted loss. credits to train the models.
o wm om0 wm om0 w o m a e Averaging performs better than majority vote for models ensembling, Referen
o B probably because the thresholds are optimized after averaging. ererences . .
‘ERTRE sl : e Dataset augmentation by rotation helped to increase the F2 score by ~0.2%, 1[’:)]rIi(l:nlleg'exr.ezcr:)agrr‘fi':ii.nR%rc‘)'RaRnC;{J.si’lll!?’i Doep resiual learning
. ?*_ Vil ;""" 00 additional augmentation might provide additional increase. [2]1 C. Szegedy, V. Vanhoucke, S. loffe, J. Shlens, and Z. Wojna.
- ‘?é.;'-_' # 5}’;@,,;2:' 4000 e Models trained using GeoTIFF images perform worse than using JPG images. Rethinking the inception architecture for computer vision.
oo S o GeoTIFF Images are not corrected for sun angle and distance. [c3‘;';R'ci'i'jll;f;f':lof(za?ﬁtps, J1github.com/
BE B o B0 w0 W DN0 B0 W0 Do 2500 o Lack of available multi-spectral tools (preprocessing, model zoos) fchollet/keras, 2015 ' '




