Abstract

In this project, we aim to solve the problem of estimating how much biomass is present in a region of land in one of the world’s largest collective carbon sinks: forests. To do so, most modern techniques involve using remote sensing techniques such as LiDAR to estimate factors such as canopy height that are directly correlated to amount of biomass and therefore carbon capture. However, these methods are prohibitively expensive and take a long time. We suggest a much simpler method, which if successful can use far more available data, that of satellite images, to estimate biomass. We use two major deep learning methods – convolutional neural networks (CNNs) and generative adversarial networks (GANs) – to determine the feasibility of such an estimation. With the CNN technique, we can get as close as within 20 meters of estimation, while the GAN did not yield workable results.

1. Introduction

Consistent carbon monitoring of forests is critical in planning for climate change mitigation efforts, such as risk assessment for wildfires and conservation of forest ecosystems. Carbon stock can be estimated through above ground biomass (ABG) measurements. The most direct forms of measuring ABG include laborious and destructive methods, requiring cutting down and drying of trees to assess the dry biomass of each sample [1].

As such, current methods of quantifying carbon stock within forests rely on remote sensing techniques to capture data on forest structure to predict ABG. Of the data collected on forest structure, the forest canopy height is consistently seen to be the key to an accurate assessment of forest biomass [2, 3].

Generating a canopy height model (CHM) involves subtracting the digital terrain model (DTM) representing the elevation of the bare earth’s surface from the digital surface model (DSM) representing the elevation of the earth including the environment’s features, in this case the tops of trees [4]. Currently the most accurate and advanced remote sensing technique of creating the DTM and DSM elevation maps relies on Detection and Ranging (LiDAR) or airborne Interferometric Synthetic Aperture Radar (IFSAR or InSAR) technologies to acquire the necessary high-precision three-dimensional information of forests. However, both methods require the use of active sensors mounted onto aircrafts flying across survey regions, making data acquisition expensive, time-consuming [5]. Further, the generation of a DEM consists of a challenging and labor-intensive process of classifying and removing all man-made and vegetation features [6].

With the growing environmental threat caused by forest wildfires, there is an increasing need for an inexpensive yet accurate means of regularly measuring carbon stock in forests to help with forest conservation efforts and to aid governments to efficiently triage potential fire threats.

In order to address this need, we propose two deep learning tools that can create accurate canopy height models across a survey region given only satellite imagery. Specifically, the input to our model is Google Earth satellite imagery captured over forest regions in Alaska. Our model are a Convolutional Neural Network (CNN) a trained Conditional Generative Adversarial Network (cGAN) with a U-Net architecture. The model output is a canopy height map of the same region captured by the satellite images, with each pixel value representing the average canopy height across the pixel’s respective geographical area.

2. Related Work

Traditionally, researchers have used LiDAR as an estimator for above-ground biomass in forests [7, 8, 9, 10]. LiDAR techniques have recently been combined with other techniques to improve accuracy, such as LiDAR collected with Unmanned Aerial Vehicles or multispectral images [11]. Despite the recent improvements, collection of LiDAR data is expensive, logistically challenging, and faces the geographic limitation of only mapping locations reach-
able by aircraft [12]. Thus, modern developments focus on using satellites to expand carbon estimation capability and resort to using LiDAR CHMs as ground truth labels. [13, 14, 15, 16, 17]

The Random Forest (RF) Algorithm is the most ubiquitous model used for generating CHMs [16, 18, 19]. They are popular for a variety of reasons: it is able to handle a wealth of input variables, and there is minimal parameter tuning needed [18]. The state of the art models are able to achieve highly accurate results (up to $R^2 = 0.88$) [19]. Random Forest models work best for regression tasks [18, 17, 20, 19], but dubitably well for classification tasks. Bout-soukis et al. proposed a classification task and achieved a high accuracy of $R^2 = 0.91$, but note that there are only 6 classification bins, one of which encompasses a wide range of canopy heights (5-40m) [15]. Such large bins naturally leads to high accuracies. For successful RF models, some useful practices have been acquiring LiDAR and satellite data within the same year and season [17], decomposing images into their Fourier components and using the resulting radial power spectra as features [18], and further splitting data into “young” and “mature” forest areas [19].

Another method that shows potential is a per-pixel machine-learning algorithm in the form of a regression tree [21]. This is one of the only attempts of generating a global forest canopy height map, and it has notable results ($R^2 = 0.62, \text{RMSE} = 6.6m$). Considering this a prediction over a large part of the world, the results are impressive. The authors chose to use Landsat satellite data (spatial resolution = 30m) and GEDI LiDAR data gathered on the International Space Station (spatial resolution = 25m). A potential improvement to this paper is to choose higher resolution data (e.g., Planet Dove satellite resolution is 3-5m, and the Global Airborne Observatory LiDAR data has resolution = 1.12m).

There seems to be a consensus in the carbon quantification community that most findings are region-specific. For example, Csillik et al. created a forest canopy height of all of Peru with $R^2 = 0.65$, capturing 128.5 million hectares of land, but hesitate to generalize to other countries [18]. Other papers contain their predictions similarly for Vancouver Island, Canada [19] and Victoria, Austria [20]. Garcia et al. provided a few insights: CHMs generalize best to both the location and the same forest type that the training data was gathered in [16]. Furthermore, the results counter-intuitively suggest that more coarse data could be more accurate predictors ($R^2 = 0.81$ at resolution = 100m, $R^2 = 0.68$ at resolution = 25m for the Howland location).

3. Methods

Our goal is to create a model that can successfully estimate the height of the canopy at a given point on a map, given its surroundings as viewed from a satellite image. This allows us to predict both the specific height at a particular target area, as well as create a general map out of our predictions for adjacent points. Given the success in the Random Forest tasks, we aim to take a more exploratory approach with this paper. We will be taking two different approaches to the problem. The first is the convolutional neural network approach, where we give a convolutional neural network a 256x256 image representing a target point’s surroundings, and train it to output a single number, representing the canopy height of the point at the center. The second is the generative adversarial network. With the generative adversarial network, we will be generating a canopy height map corresponding to the area created by our input image.

Overall, we expect our convolutional neural network to perform better, since it’s given more data per point; on the other hand, for our generative adversarial network, points near the edge will probably be less accurate, since they have less local information about their neighboring area.

Note that in all approaches, we are normalizing all images to have values that lie between 0 and 1, and scaling all scalar output values to follow a normal curve with mean 0 and standard deviation 1.

3.1. Convolutional Neural Network

As one of our main methods of approaching the problem, we use the Convolutional Neural Network, often used in image classification and regression tasks due to its versatility and ability to adapt to a wide variety of data. Our dataset is relatively large (over 20,000 256 x 256 images), and so our model has a high number of parameters and is difficult and time-expensive to train, limiting the depth and width of our model to a degree. We choose to cap the size of our model at 4 layers of depth for efficiency (3 convolutional layers and 1 fully-connected layer at the end), though with the large image size it is possible that a greater depth might be beneficial. We ablate over the depth, learning rate, and the convolutional size of each layer, allowing the convolutional network to train over a uniform of 10 epochs for over 20,000 images.

3.1.1 Loss Function

Since we are not doing multi-class classification, but regression, in which a single number is output, we are limited in our loss metrics- we can’t use binary cross-entropy or cross-entropy, nor softmax. The most commonly used of the regression-suited loss functions is known as Mean-Squared Error (MSE) Loss. MSE Loss is the average squared difference over a batch between the model’s pre-
dictions for a batch and the actual values, as follows:

$$\text{Loss}_{\text{MSE}} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$$

where $N$ is the size of the batch (in our case, 12), $y_i$ is the actual value and $\hat{y}_i$ is the value predicted by our model. In addition, to prevent overfitting, we add an $L_2$ loss regularization term to our model:

$$\text{Loss}_{\text{reg}} = \lambda \sum_{j=1}^{k} \|w_j\|^2$$

where $\lambda$ is a hyperparameter that we set at a static $10^{-3}$, hence making our overarching objective function

$$\text{Loss}_{\text{tot}} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 + \lambda \sum_{j=1}^{k} \|w_j\|^2$$

3.1.2 Optimizer

For our optimizer, we used the adaptive moment-based descent algorithm Adam, which calculates the gradient updates as follows:

$$m_t = \beta_1 \cdot m_{t-1} - (1 - \beta_1) \cdot g_t$$
$$v_t = \beta_2 \cdot v_{t-1} - (1 - \beta_2) \cdot g_t^2$$
$$\delta_t = -\alpha \cdot \frac{v_t}{\sqrt{m_t} + \epsilon} \cdot g_t$$

where $\alpha$ is the learning rate, $g_t$ is the gradient, and $\beta$ are tunable parameters (in practice, often 0.9 and 0.999, respectively.)

We selected Adam because it is typically generalizable to a high number of parameters and performs relatively stably in practice. Though in theory there are other optimizers (AdaGrad, RMSProp, etc.), none consistently and predictably outperform Adam in most machine learning applications.

3.2. Generative Adversarial Network

In our Generative Adversarial Network (GAN), we employ Google’s Pix2Pix, a conditional generative adversarial model designed for image-to-image translation (past applications of Pix2Pix include converting outline drawings of shoes into “real” images, or layouts of storefronts into “real” stores). We are appropriating Pix2Pix and making modifications to it in order to create a conditional model that translates a satellite image to a canopy height image.

3.2.1 GAN Objective

Our GAN is optimized on an version of the cGAN, or conditional GAN, objective. In a conditional GAN, rather than generating based on purely random noise $z$, the generator uses random noise combined with a base image $x$ (in this case, our satellite image), which it can be said to “condition” its generated output upon. Our objective is therefore as follows:

$$\mathcal{L}_{\text{GAN}} = \mathbb{E}_{x,y}[\log D(x, y)] + \mathbb{E}_{x,z}[\log 1 - D(x, G(x, z))] + \lambda \mathcal{L}_{\text{dist}}(y, g(x, z))$$

where $y$ is the actual output image corresponding to $x$. In other words, the GAN is penalized when the expected score of a discriminator is high for a real image (first term) and low for a fake image (second term). Notice the addition of a third term, $\lambda \mathcal{L}_{\text{dist}}(y, G(x, z))$. This is an extra penalization term that measures the distance between the intended output $y$ and the generated output $G(x, z)$, which encourages the generator to converge to a more correct output.

3.2.2 GAN Architecture

Our architecture works by first downsampling an image to a deep 4x4 array, then re-up-sampling to a 256x256 array (known as a U-net architecture):

<table>
<thead>
<tr>
<th>Layer</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Downsample)</td>
<td>256x256x3</td>
<td>128x128x64</td>
</tr>
<tr>
<td>2 (Downsample)</td>
<td>128x128x64</td>
<td>64x64x128</td>
</tr>
<tr>
<td>3 (Downsample)</td>
<td>64x64x128</td>
<td>32x32x256</td>
</tr>
<tr>
<td>4 (Downsample)</td>
<td>32x32x256</td>
<td>16x16x512</td>
</tr>
<tr>
<td>5 (Downsample)</td>
<td>16x16x512</td>
<td>8x8x512</td>
</tr>
<tr>
<td>6 (Downsample)</td>
<td>8x8x512</td>
<td>4x4x512</td>
</tr>
<tr>
<td>7 (Downsample)</td>
<td>4x4x512</td>
<td>2x2x512</td>
</tr>
<tr>
<td>8 (Upsample)</td>
<td>2x2x512</td>
<td>4x4x512</td>
</tr>
<tr>
<td>9 (Concatenate)</td>
<td>4x4x512</td>
<td>4x4x1024</td>
</tr>
<tr>
<td>10 (Upsample)</td>
<td>4x4x1024</td>
<td>8x8x512</td>
</tr>
<tr>
<td>11 (Concatenate)</td>
<td>8x8x512</td>
<td>8x8x1024</td>
</tr>
<tr>
<td>12 (Upsample)</td>
<td>8x8x1024</td>
<td>16x16x512</td>
</tr>
<tr>
<td>13 (Concatenate)</td>
<td>16x16x512</td>
<td>16x16x1024</td>
</tr>
<tr>
<td>14 (Upsample)</td>
<td>16x16x1024</td>
<td>32x32x512</td>
</tr>
<tr>
<td>15 (Concatenate)</td>
<td>32x32x512</td>
<td>32x32x768</td>
</tr>
<tr>
<td>16 (Upsample)</td>
<td>32x32x768</td>
<td>64x64x256</td>
</tr>
<tr>
<td>17 (Concatenate)</td>
<td>64x64x256</td>
<td>64x64x384</td>
</tr>
<tr>
<td>18 (Upsample)</td>
<td>64x64x384</td>
<td>128x128x128</td>
</tr>
<tr>
<td>19 (Concatenate)</td>
<td>128x128x128</td>
<td>128x128x192</td>
</tr>
<tr>
<td>20 (Upsample)</td>
<td>128x128x192</td>
<td>256x256x3</td>
</tr>
</tbody>
</table>

The U-net is designed to compress an image into a feature vector and then scale it back up into a full-size vector; we hope that this will allow the model to focus on parts of the input satellite image that are important to creating the map.
(in particular, areas that seem green or have a particular texture) and scale them back up so that the textures of a canopy-height map will appear, similar to the intended output.

### 3.2.3 GAN Accuracy

To measure accuracy, we can simply use the average $L_2$ distance between the intended output and the GAN output across the image. Since each pixel of the GAN output represents the canopy height for a small area, there should be a 1:1 correspondence between the intended output and what the GAN creates as the canopy map, thereby suiting the $L_2$ distance. Furthermore, the $L_2$ is not robust to small perturbations (rotational/translational) as it penalizes offset regions the same as if they were simply incorrect; while this is not ideal for many applications of GANs that aim to be translation invariant, it is acceptable for this particular instance because our data is very location-dependent. In other words,

$$L_2 = \frac{1}{H \cdot W} \sum_{i=1}^{H} \sum_{j=1}^{W} (y_{ij} - \hat{y}_{ij})^2$$

where $y_{ij}$ is the value at pixel $ij$, and $\hat{y}_{ij}$ is the predicted value at that same location.

### 3.2.4 Optimizer and Other Changes

As our optimizer, we again used the Adam optimizer on both the discriminator parameters and generator parameters. We ablated over the learning rate, finding our best value at $\alpha = 2 \cdot 10^{-4}$.

In addition, we executed a technique known as "label smoothing". Label smoothing is a means of preventing the discriminator from being overconfident; that is, preventing it from being too sure that a generated image is generated or faked, as this may lead to an imbalance between the generator and discriminator and no real learning occurring. We solve this issue by penalizing the discriminator when it makes a prediction with a confidence of over 0.9, thereby preventing it from becoming too sure of its answers and keeping both the discriminator and generator open to fluctuation. This improved our results vastly, as discussed in the "Results" section.

### 4. Dataset and Features

We used Google Earth data as our satellite imagery and the Interferometric Synthetic Aperture Radar (IFSAR) dataset to generate our ground truth canopy height model (CHM).

#### 4.1. IFSAR Data

The IFSAR dataset is a collection of DTM and DSM products taken over the state of Alaska [22]. Each DTM footprint corresponds exactly to a DSM footprint, and the products have a spatial resolution of 5 meters. Airborne IFSAR data was collected from northwestern Alaska in 2012 and south-central Alaska in 2010. Since our project aims to examine forest canopy height, we selected only the DTM and DSM products from the forestry regions in south-central Alaska (covering the Tongass National Forest and Chugach National Forest) using the EarthExplorer web application [23]. The region we selected covers approximately 85,000 km$^2$ of land.

We selected the IFSAR dataset to calculate our ground truth CHM, which we can obtain from subtracting the DTM from the DSM [4]. The DTM and DSM data were available as TIFF files, so we converted them to numpy arrays and performed the subtraction, resulting in a CHM as a large TIFF file of approximately dimension 5800x2900.

![Figure 1. A sample CHM calculation (cropped to 2700x2900 pixels), where 0 - 255 meters corresponds to the black - white gradient.](image)

To augment the data, we used a sliding window to obtain 5,300 smaller files of dimension 256x256, which we then passed into our model as labels for satellite images.

#### 4.2. Google Earth Satellite Imagery

We used the Google Maps Static API to acquire satellite images of corresponding size and spatial resolution as our IFSAR data. The Maps API returns an image as a PNG file when an HTTP request via a URL is made. Matching the Google Earth satellite coordinates to the IFSAR coordinates proved to be a nontrivial challenge. To map the two geospatial datasets together, we designed our own data pipeline to capture Google Earth satellite imagery at the same spatial resolution as the IFSAR data. However, we realized the IFSAR data was captured at a slight rotation, due to the natural curvature of the Earth’s surface, causing inconsistency in size and rotation between the IFSAR and Google Earth data. To correct for the rotation of the IFSAR data, we calculated the degree of rotation, counterrotated the captured Google
Earth image to match the IFSAR rotation, then cropped the
Google Maps image to match the size of the IFSAR data, as
described by the equations below:

\[ \theta = \tan^{-1}\left( \frac{y_{NE} - y_{NW}}{x_{NE} - x_{NW}} \right) \]

\[ r = \frac{|| (y_{NE} - y_{NW})^2 + (x_{NE} - x_{NW})^2 ||}{5 \cdot w_{maps}} \]

where \( y_{NE}, y_{NW} \) are the latitude/longitude coordinates of
the northeast and northwest corners of the original IFSAR data, and \( w_{maps} \) is the size of the originally captured
Google Earth image. \( \theta \), which in practice was about 4.69°,
is the counterrotation magnitude for the Google Maps image, and \( r \) is the crop ratio (new to old).

This post-processing resulted in a PNG file of approximately size 5800x2900 pixels, which we augmented using a
sliding window to obtain 5300 sub-images of size 256x256 pixels (identical to our IFSAR data post-processing).

After 50 iterations, we find that the validation MSE loss
is a disappointing \( \sim 2000 \), which corresponds to about a
44.7-meter mean error per image; considering that the average
canopy height across all images is 16 meters high and
the standard deviation of canopy height is 24 meters, this is
very poor performance.

As is evident, the baseline model lacks the parameters,
depth, and activations to be able to successfully model
something as complex as a 256x256 geographical image to
any sort of measure of success.

5. Experiments/Results/Discussion

5.1. Baseline Model

As our baseline model, we used a net that simply took
in a 256x256 image and passed it through a fully connected
layer, ReLU, and MSELoss neuron.

We divided our total of 5300 labeled images into training,
validation, and test sets in proportions of 80%, 15%,
and 5%, respectively. The data was proportioned randomly.

5.2. Fine-tuned Convolutional Neural Network

As mentioned earlier, we ablated our model over the
number of layers, the size of each layer, and the learning
rate of the model. We found that the best performance was
found at the following learning rate and architecture:

<table>
<thead>
<tr>
<th>Layer</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>( 1 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>Number of Layers</td>
<td>4</td>
</tr>
<tr>
<td>Layer 1 (CONV)</td>
<td>256,256,3 ( \rightarrow ) 128,128,32</td>
</tr>
<tr>
<td>Layer 1 Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Layer 2 (CONV)</td>
<td>128,128,32 ( \rightarrow ) 128,128,64</td>
</tr>
<tr>
<td>Layer 2 Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Layer 3 (CONV)</td>
<td>128,128,64 ( \rightarrow ) 64,64,32</td>
</tr>
<tr>
<td>Layer 3 Activation</td>
<td>ReLU</td>
</tr>
<tr>
<td>Layer 4 (FC)</td>
<td>64,64,32 ( \rightarrow ) 1</td>
</tr>
</tbody>
</table>

While this leaves something to be desired in terms of size,
the large dataset size makes this computationally and time
expensive without the use of a pre-trained model on top
of which to conduct transfer learning, and since ResNet,
AlexNet, and other common pre-optimized neural networks
are trained for non-adjacent classification tasks, this is
unfortunately not a reasonable option.
We can observe here that our fine-tuned convolutional neural network reaches a reasonable level of convergence much more quickly than the fully-connected net, which oscillates for some time. While this by itself isn’t necessarily a good thing, it’s also worth noting that after 50 iterations, the MSE loss on the validation set was around 400, corresponding to an 20-meter mean error per image. Once again, the average canopy height across all images is 16 meters, and the standard deviation is 24 meters, so this isn’t necessarily a good thing. However, there are a lot of factors that may come into play here. First of all, due to the aforementioned rotation and scaling issue, not all images may line up perfectly, leading to some inconsistencies between certain data points. Secondly, there is a large amount of data provided for each target location for canopy height estimation. At a provided image size of 256x256, and pixel resolution at 5 meters per pixel, this is the equivalent of more than a square kilometer’s worth of information for a single location. This abundance of information is likely to lead to overloading or confusing the model; in fact, a smaller map, with less information but information that is more localized, is likely to be beneficial for a model’s overall performance on this task.

5.3. Saliency Map

We can see here that our model is in fact learning to emphasize the more important features of the image it’s provided. In particular, you can see from the first saliency map that there is a focus in the gradient towards the center of the image, and that the further away a pixel is, generally the less impact it appears to have. This makes sense, considering that the target pixel we are attempting to predict the canopy height at will most likely rely more closely on the pixels nearby than the ones farther away.

To further this point, also included below is a saliency map of the same network architecture, trained to predict the average canopy height across the image instead of the canopy height at a single point; you can observe that the saliency map is much more even around the board, and merely undergoes minor fluctuations. This suggests that our model, though perhaps not numerically excellent, is at least learning to weight the correct features when determining the canopy height of the center of a given image.

5.4. Generative Adversarial Network

Unfortunately, our generative adversarial network did not yield field-viable results (loss as defined above was close to maximal value for nearly all generated images), however there was still an upward trend in terms of model performance.

In particular, we noticed that our GAN was running into a major imbalance between the discriminator loss and the generator loss; the discriminator was finding a loss of less than 1, while the generator was on the order of magnitude of $10^2$. This suggests that the discriminator was too discerning with respect to the generator. To solve this issue, we implemented label smoothing, as discussed in section 3; this allowed us to fix the discrepancy between the losses, to the point where the discriminator was still significantly lower (loss of 1-2, as compared to 7-10), but at least on the same order of magnitude.

However, doing so did not solve all our problems. We ran into two distinct issues when training our GANs. The first and most important problem was that the GAN output tended to appear mostly as a gray-scale, faded version of the original satellite image. While it is true that the general shape of the canopy height map should mimic that of the original satellite image, the GAN was essentially applying light shading to the original image and producing that as its output.
The prevailing issue in our GAN, where the generator simply creates a grayscale copy of the original satellite image.

The other issue was mode collapse; it would often produce the same pattern repeatedly. Both problems can possibly be solved with changes to the loss: for instance, adding a term to incorporate the Wasserstein loss, which represents how distant from the real distribution a generated image appears; this may solve the problem of mode collapse. Another possible solution is to add a loss term that penalizes too much similarity to the original image, which can encourage the generator to branch out its generated images.

Figure 6. An example of mode collapse (top left and bottom middle figures). This pattern shows up recurringly, along with fully black images, consistently in our GAN; both are likely results of mode collapse, though the patterned image is more poignant.

Ultimately, while the GAN’s results were not optimal in comparison to the non-generative models explored in this study and from others in literature, some progress was made. GAN’s are notoriously difficult to train, particularly due to the delicate equilibrium necessary between the discriminator’s and the generator’s performance. Throughout our experience training our U-Net GAN, the same common failures occurred that often plague GANs: we experienced a discriminator that was too strong that prevented the generator from learning, the generator struggling to learn to add additional features outside of the original input image, and mode collapse due to the generator mapping the same output schemes to different input signals. However, through both careful analysis of quantitative and qualitative analysis of the respective loss scores and manual verification through visualizing output images, our team was not only able to properly diagnose these common error modes, but also successfully employed industry-standard methods in combating such issues.

6. Conclusion/Future Work

In this project, we explored two novel models to characterize carbon content in forests: a CNN and a U-Net GAN. We built our own data pipeline to collect both satellite and lidar data, match them pixel-to-pixel, and feed them into our two models. We found that our results were tenuous, but showed at least some promise, at least in the case of the CNN; the GAN requires much future work before it can avoid the problems of vanishing gradients, imbalance of power between generator and discriminator, and mode collapse. However, our results were promising in that no error mode - other than the difficulty of finding a proper equilibrium between generator and discriminator performance - was impossible to fix. This leaves room for future exploration through additional data acquisition and more computational power; our results indicate that such changes would be sure to result in a higher performing model. In future work, we’d like to explore using the ArcGIS Pro tool to build our individual CHMs into a cohesive map. We found that availability of LiDAR data (especially LiDAR point clouds that have already been built into DSMs and DTMs) are the bottleneck the locations we can run our models; given more data, we’d like to build CHMs on different parts of the world. Furthermore, we would experiment with different resolution images, since lower resolution images have been surprisingly effective in other papers. Lastly, we’d like to explore variations of the Random Forest algorithm and improve on the state-of-the-art.
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