Finetuning Variational Autoencoders for the Restoration of Sports Video Highlights

Michael Doboli
Stanford University
Palo Alto, CA
mdoboli@stanford.edu

Siddharth Sharma
Stanford University
Palo Alto, CA
sidshr@stanford.edu

Abstract

As time has passed, cameras and video recorders have improved with quality. For this reason, past video footage may not necessarily be the most pleasant for modern viewers due to outdated quality and less capable technology. This is particularly relevant for sports data, since present-day viewers may not be able to fully enjoy old footage of their favorite athletes, matches, and sporting triumphs. Our work shows that it is possible to enhance old sports highlights by finetuning an existing variational autoencoder framework for a specific category of sports video data. We perform data-based finetuning, hyperparameter optimization, and postprocessing with the goal of various visual features being crisper and more visible. Extra care is taken to ensure that important features such as ball location or player movement is not obscured by our model. We use Wan et. al’s publicly available pre-trained model as a foundation and baseline for our frame-by-frame restoration work of tennis video data from the Wimbledon Championships.[14]. Our results show both quantitative improvements via the FID score metric and qualitative enhancement of sports video data.

1. Introduction

Advances in Computer Vision have opened the possibility of re-constructing older images at a higher resolution. This is an especially salient problem given the number of old images that requires immediate restoration or risk being lost forever. Image restorations are used to not only improve the resolution of old images [8], but can also be used to remove scratches and physical aberrations to photos [14].

A field where image restoration techniques can be highly beneficial is old sports recordings. Namely, sports highlights from the 1990s and early 2000s are quite poor by modern standards, as seen in Figure 1. For modern viewers, such sports highlights can seem unwatchable, especially in sports such as tennis where low resolution can obscure crucial features such as ball location. This situation is quite unfortunate, especially given how low-resolution videos can often contain some of the most exciting and important moments in sports history.

In the world of professional sports, where billions of dollars are spent in sponsorships and contracts, the disparity in quality between footage taken only 20 or 30 years ago and now is quite stark. The occlusions and blurry movements can be irksome for modern viewers, and ultimately cause these highlights to not be as watched as more modern videos. This can ultimately lead to older videos being watched less and less over time, and ultimately forgotten. To prevent this from happening, we use Variational Autoencoders (VAEs) to restore past highlights with higher quality. We approach this problem by splitting videos into frames, using a finetuned model on each frame, and then applying postprocessing video normalization methods (sharpening and denoising) to ensure consistent and better quality. We then produce the restored video by stitching together the restored frames with the fps of the original video. To evaluate our model, we used both numerical metrics such as Frechet Inception Distance (FID) scores and qualitative analysis to determine which methodologies are most effective at restoring old sports videos. Our results show that our finetuning methods perform superior to the baseline general-purpose restoration model while maintaining consistency across various combinations of hyperparameters. We also demonstrate additional quantitative improvements via postprocessing methods.

2. Related Work

There has been much research on both removing scratches and improving image resolution. Since most sports highlights tend to not have physical aberrations, we consider literature that only focuses on super-resolution and
correcting image quality, shape, and discoloration. The first methods used to solve this were interpolation methods such as bicubic or Lanczos filtering [3] that aim to sharpen or smoothen certain features. Such interpolation methods often fail to capture the full complexity of the image [8], meaning that they are often incomplete for the purposes of generating realistic restored images. While interpolation methods were popular prior to the advent of deep learning methods, modern insights can do significantly better in solving this problem.

Deep Convolutional Neural Networks are one tool used to restore images that are realistic by human standards. Unlike interpolation or other geometric-based methods, Convolutional Neural Network (CNN)-based approaches leverage the training data in order to create a model that can specialize in restoring images within the problem space. Dong et al. developed one of the first such approaches in SRCNN, a deep convolutional network that learns mappings between low and high resolution images [2]. SCRNN showed that super-resolution could be achieved using deep neural network methods, and other work improved upon SRCNN by increasing training rate and generalizing to handle multiple upscale factors [7]. These methods first upscale an image from low resolution to a higher resolution using some sort of interpolation method (i.e., bicubic interpolation) before training a CNN upon this upscaled image. Shi et al. instead perform convolution on the low resolution image directly to learn low-level features before applying an interpolation method that is trained for the particular dataset [13]. This removes the need for more general filtering methods such as bicubic interpolation and achieves faster performance by avoiding this intermediate step. Altogether, CNN-based approaches have shown success in generating realistic images.

An important observation has been that theoretical loss functions may not align perfectly with visual similarity. Since any model is trained to minimize its loss function, choosing a loss function that aligns with visual intuition is of upmost importance. Johnson et al. note that humans often correlate high-level features with an image’s overall quality, thus meaning that pixel-based loss functions may not be optimal [6]. Thus, rather than minimizing pixel-to-pixel loss, they instead optimize perceptual loss from a pretrained loss network, which generates more aesthetically pleasing results. Bruna et al. take a more statistical-minded approach to this observation by showing that features generated by Convolutional Networks have less variance and more resistance to deformation than pixel-based data when performing conditional probability-based image restoration [1]. Since generating realistic images is the top priority, the choice of loss function can play a role in shaping the ultimate appearance of a restored image.

3. Methods
3.1. Variational Autoencoders

As discussed in the literature view, we seek to fine-tune variational autoencoders (VAEs) to restore sports highlights. Similar to a generative adversarial network, a variational autoencoder employs regularized encodings during the training in order to ensure an effective latent space. VAEs use two main networks for training: an encoder and decoder. The encoder is the network that produces the “new features” representation from the “old features” representation while the decoder network conducts the reverse process [11]. The goal of an autoencoder model is to find the best encoder-decoder pair, namely one that maximizes the encoded information while minimizing the reconstruction
error when decoding. This best encoding-decoding pair is learned through an iterative optimization process such as gradient descent. The diagram in Figure 2 illustrates the high level intuition behind an autoencoder.

A variational autoencoder is simply an autoencoder where the loss function is composed of a reconstruction term (that makes the encoding-decoding scheme efficient) and a regularization term. These enable optimal generations of new data. The loss function is given below:

$$
\text{loss} = ||x - \hat{x}||^2 + KL[N(\mu_x, \sigma_x), N(0, I)]
$$

As seen in this equation, the regularization is given by the Kulback-Leibler (KL) divergence between the returned distribution and a standard Gaussian. It also penalizes a difference between a generated image and a real image, which is reasonable considering the goal is to make the generated and real image as similar as possible. We will now begin a discussion of the methods used for our work. In this project, we explicitly finetune existing VAE models to best suit the restoration of sports highlights. We mainly build off the work of Wan et al. as a foundation for our project [14].

3.2. Architecture

The key insight of Wan et al. is that when using generative models, the difference between old images and synthetically generated old images can be quite large. For example, Figure 3 and Figure 4 it is clear how a synthesized old image can lack features such as scratches, discolorations, or other physical damage. Even though a new image can be converted to grayscale, such an image can differ greatly from a true old image.

Since synthesized and real old pictures can differ significantly, the solution is to map the two pictures onto a common latent space. Since this latent space will have reduced dimensionality from the original, finding an accurate mapping is an easier problem to solve than the original. The structure of the different mappings can be seen in Figure 5.

The model goes through three general steps:

**Step 1 - Encoding:** In the first step, the model encodes the space of real old images \( \mathcal{R} \) and the space of synthetically generated images \( \mathcal{X} \) into the latent spaces \( \mathcal{Z}_R \) and \( \mathcal{Z}_X \), respectively using the same Variational Autoencoder
(VAE). The reasoning behind using the same VAE is that we ultimately aim for $Z_X$ to be as close as possible to $Z_R$. We denote this first VAE as $VAE_1$. During this same step, a second VAE, $VAE_2$, is used to encode the space of restored images into a separate latent space $Z_Y$. Both $VAE_1$ and $VAE_2$ are trained with a similar loss function that penalizes the latent space for diverging from a Gaussian prior. Furthermore, the model also contains a Least Squares Adversarial Network (LSGAN) loss term that provides a further boost for the two latent spaces to match. The LSGAN loss function has been shown to produce higher quality images [10], and in this case provides further reassurance that $Z_X$ and $Z_R$ will indeed be similar.

**Step 2 - Mapping:** Once the synthetic and real old images are aligned to a common latent space, the next step is to map this latent space onto the latent space of real images $Z_Y$. We can make the assumption that $Z_R \approx Z_X$, so we train the mapping $\tau : Z_X \rightarrow Z_Y$ and assume that it will generalize to $Z_R$ as an input space. $\tau$ also benefits from the fact that $Z_X$ is a synthesized version of $Z_Y$. In other words, we can pair images $\{x, y\}$ where $x \in Z_X$ and $y \in Z_Y$ such that $x$ is a synthesized version of $y$. Hence, having $\tau$ learn the mapping from $x$ to $y$ is a feasible task given that $x$ itself is the result of a mapping applied to $y$. The loss function for the mapping between these two latent spaces is

$$\mathcal{L}_{\tau}(x, y) = \lambda \mathcal{L}_{\tau,\ell} + \lambda \mathcal{L}_{\text{GAN}} + \lambda' \mathcal{L}_{\text{FM}}$$

where $\lambda, \lambda'$ are learnable parameters, $\mathcal{L}_{\tau,\ell} = \mathbb{E}||\tau(z_x) - z_y||$ is the L1 loss distance between where $z_x$ is mapped and $z_y$, $\mathcal{L}_{\text{GAN}}$ is a Least Squares GAN loss term, and $\mathcal{L}_{\text{FM}}$ is a loss function that measures how closely the Adversial Least Squares GAN term is following a pre-trained VGG network (this term is used solely to ensure stability while training).

**Step 3 - Decoding:** Upon learning the mapping $\tau$, the model must decode the latent space representation into a restored image. During the encoding step we used the encoder $E_Y$ to encode from a real image to the latent space; in the decoding step we step we use the corresponding generator $G_Y$ to transform an element of the latent space into a restored image.

### 3.3. Finetuning Methods

We present a finetuned pipeline of generative methods, based on Wan et al.’s baseline model [14], for the task of sports video restoration. Note that Wan et al.’s work was used as the foundation for our finetuning and all methods in this section extended this existing codebase. We divide our finetuning methods into three classes of work: data-based finetuning, hyperparameter optimization, and postprocessing.

For the data finetuning step, we use our extracted dataset of images to run three explicit steps: the training of the domain A domain a variational autoencoder (the mapping from old photos to a latent space), the training of the domain B variational autoencoder (the mapping from modern photos to a latent space), and the training of mappings (mapping the two latent spaces together.) We choose to use a VAE framework over vanilla autoencoders due to the denser latent representation provided by VAEs [11]. Using synthetic image pairs $\{x, y\}$, we map the latent space to generalize the restorations. Note that we did not use the face enhancement network that was provided in the original architecture since faces are not key features in our model. We also trained the mappings without the specific steps for scratch detection. This is due to the fact that scratches are not relevant occlusions for tennis highlights.

As part of the finetuning for our custom tennis dataset, we also perform hyperparameter optimization. We specifically manipulate parameters such as the learning rate ($\alpha$), batch size, and weight initialization. The baseline model of Wan et al. [14] specifically uses Adam as its optimizer and we kept this as a constant given Adam is the current state-of-the-art for computing adaptive learning updates for each parameter.

Beyond hyperparameter optimization, we also employ
post processing methods to enhance our results. We specifically perform image sharpening as well as Gaussian denoising to enhance the quality of lines and other key edges present in tennis footage. For image sharpening, we apply a 2D filter based on a given kernel and for Gaussian denoising, we use opencv’s bilateral filter [5]. This technique reduces noise while maintaining edges, thus giving our restorations a smoother look. For this step of post-processing the restorations, we also considered other techniques such as Sobel image derivatives, Laplacians, contrast and brightness scaling, and histogram equalization.

3.4. Dataset

For the general problem of sports footage restoration, we chose to demonstrate the capabilities of finetuning specifically for tennis. Different sports can look quite different, and even within sports different videos could be significantly different (for example, different tennis court colors), so in this work we finetune our models based on a consistent Wimbledon tennis video dataset. We chose tennis for four reasons: camera angles are relatively consistent, the crowd and background image features are out of the main frame during play, data for long matches is publicly available for extraction, and important artifacts such as the ball and player’s rackets make it an interesting problem. We also chose to procure our tennis data from the Wimbledon Championships tournament since all players are mandated to dress in the same white color and court surfaces are consistent (a green color for grass). This helps to reduce noise and enables the model to focus on key features such as the players, ball, court, etc.

To finetune the domain-based approach of Wan et al. [14], we constructed three datasets: one containing non-synthesized old images in RGB format, one containing non-synthesized old images in grayscale, and one containing modern sports images in RGB format. Wan et al.’s original paper uses the Pascal VOC dataset since it is a commonly used dataset for object detection [14]; however, we simply sample JPEG images for each. Each of our three training datasets contains approximately 2,000 frames (corresponding to 80 seconds) of tennis match footage from the Wimbledon championships. In this case, we extracted data from two matches: our modern match data came from Roger Federer versus Novak Djokovic (Wimbledon Final 2019) and our older match data came from Pete Sampras versus Jim Courier (Wimbledon Final 1993). To attain the grayscaled old images, we grayscaled each image from the RGB old images folder and created a new directory. Examples of images in the training data are provided in Figure 7 and Figure 8:

![Figure 7](https://www.youtube.com/watch?v=TUikJi0Qhhw)

![Figure 8](https://www.youtube.com/watch?v=4hOSgdC5WbI)

Our validation dataset is composed of 300 old RGB images, specifically extracted from Roger Federer versus Yevgeny Kafelnikov (Wimbledon First Round 2000). To test our various finetuned models, we used a dataset of approximately 300 frames from Rafael Nadal versus Nick Kyrgios (Wimbledon Fourth Round 2019). As part of our testing procedure, we chose to perform restorations on blurred frames of modern footage (synthetic data). This enables us to match the workflow used by Wan et al.

4. Experiments

For our experiments, we created multiple models with different hyperparameters for the same three training datasets (modern RGB images, old RGB images, old grayscaled images). Our experimental procedure consists of the following steps given the three assembled datasets:

- Train the Domain A VAE
- Train the Domain B VAE
- Train the mappings using the Domain A and Domain B training results
- Perform inference (restorations) using the checkpoints from the three training steps

For each step of the training process, it was possible to apply various optimizations and manually adjust learning parameters. As referenced in the methods section above,
we exclusively modified the weight initialization technique, learning rate, and batch size while keeping all data consistent. The specific combination of hyperparameters was determined based on deviation from the default. The baseline method of Wan et al. [14] used a learning rate of $2 \cdot 10^{-4}$, a batch size of 100, and Xavier weight initialization. For our experiments, we maintained batch sizes of 32 and below since the AWS instance and Google Colaboratory environments that we used did not have the CUDA memory to manage experiments with batch sizes greater than 32. In fact, when we trained the domain mappings with a batch size of 32, we ran into CUDA memory errors and had to adjust to a batch size of 16 just for this step. For this reason, the main batch size we used was 16 and for all trainings of the mappings, we used a batch size of 16. All experiment combinations are detailed below:

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Learning Rate</th>
<th>Batch Size</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Xavier</td>
</tr>
<tr>
<td>2</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Kaiming</td>
</tr>
<tr>
<td>3</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Xavier</td>
</tr>
<tr>
<td>4</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Kaiming</td>
</tr>
<tr>
<td>5</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Xavier</td>
</tr>
<tr>
<td>6</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Kaiming</td>
</tr>
<tr>
<td>7</td>
<td>$2 \cdot 10^{-4}$</td>
<td>16</td>
<td>Kaiming</td>
</tr>
<tr>
<td>8</td>
<td>$2 \cdot 10^{-4}$</td>
<td>32</td>
<td>Xavier</td>
</tr>
</tbody>
</table>

As seen in the table above, batch size refers to the number of examples in each batch seen by the model during the training of the domain A VAE and the domain B VAE. The learning rates recorded above were applied during all three steps. Following the training of models, we applied the postprocessing techniques that were discussed in the fine-tuning methods section above. To perform a comparison to the baseline method and detect which finetuned models perform best for the task of restoration, we used Frechet Inception Distance (FID), a metric that enables calculation of the distance between feature vectors for groundtruth images and generated images. Developed by Heusel et al. [4], FID estimates quality of generated images using the Inception v3 model. We chose to use FID due to its well-known correlation with human judgement of visual quality; lower FID scores correspond to higher quality generations. Using the PyTorch-FID module [12], we calculate FID scores as follows:

$$d^2 = ||\mu_1 - \mu_2||^2 + Tr(C_1 + C_2 - 2 \cdot \sqrt{C_1 \cdot C_2}) \quad (1)$$

For our work, we computed FID scores on two datasets: restorations of synthetically blurred modern images and the original modern image. We specifically used Gaussian blur to simulate blurring of the groundtruth RGB modern images.

5. Results

Although our model is meant to restore videos of sports, it ultimately learns to restore individual frames of sports videos before stitching those frames together. Hence, all training and evaluation occurs on the frame-level, where videos are used primarily to produce a final output.

5.1. Training

When finetuning, the main hyperparameters that we adjusted were learning rate, batch size, and weight initialization. An Adam optimizer was used on 25 epochs, and the three different training steps (training the two VAEs and mapping) took around 6.5 hours to run on each experiment. The choice of 25 epochs was meant to accommodate the enhanced dataset of 2000 training images – the full 200 epochs that Wan et al. used would have been computationally infeasible for running more than one experiment.

While training, the model outputted results from its domain A, domain B, and mappings training. We present an example output of the domain B training visualization in Figure 9, where the highlighted regions indicate that VAE learns high-level features such as line-placement and player position. Given the relatively well-ordered structure of tennis data, the model learning these high-level features is crucial, since ultimately it shows the model is effective at mapping the input image to the latent space.

5.2. Evaluation

To evaluate the model, a novel 300 image dataset was chosen from the 2021 Wimbeldon Championships. Since the size of our training dataset had 2000 images, the validation set size of 300 was picked to approximate the standard 9:1 ratio of train to validation set size. Each element in the validation set was distorted with a Gaussian Blur in order to approximate an old sports highlight. This Gaussian Blur was necessary since no dataset currently exists that pairs an old tennis video with a restored version of it, so the Gaussian Blur was intended to approximate an old tennis video. Our model was then applied on this blurred image, and using the pytorch-fid library [12] we computed the FID
score between the restored image and the original. This FID score reflects how well the model was at restoring high-level visual features of the image; a lower FID score indicates more similarity between the restored image and the original image.

The primary result from the finetuning process is that the average of finetuned models performed significantly better than the baseline model. This is likely since the baseline model is meant to perform general image enhancements such as scratch detection and physical distortion. We also hypothesize that the baseline model performs general enhancements due to the fact that it is trained on a large-scale Pascal VOC object detection dataset that contains a wide variety of environments. Since the tennis dataset featured none of these more broad attributes, the baseline model was too general to properly solve this specific problem. The specific deficits can be observed in Figure 11, where it is clear that the baseline model distorts key features such as players and lines.

The finetuned model however had surprisingly small sensitivity to the different training parameters. Figure 12 displays this consistency among different parameters. Kaiming weight initialization generally performed marginally better than Xavier weight initialization, which is reasonable since the Convolutional Layers within the VAE used ReLU activation functions instead of Sigmoid activation functions [14]. A larger batch size also showed a potential correlation with lower FID score, but this was not explored further due to CUDA memory constraints.

The main conclusion that can be derived from the model’s consistency across parameters is that all combinations of hyperparameters generally led to similar model outcomes. This is potentially a unique aspect of our model, since it shows that the model is robust to poor hyperparameter initialization. The model could have also suffered from overfitting due to the training set being only one match and Wimbledon matches generally having variation in court color and lighting. One way to ameliorate this problem would be to diversify the training set with different matches or perhaps even different court surfaces. However, given that adding any more images would have made the training dataset computationally intractable (in fact we needed to make modifications to the existing codebase to accommodate a 2,000 image training dataset) and we wished to finetune on the Wimbledon dataset, we did not pursue this route. Actions that were taken to prevent overfitting were regularization terms and a variety of different court angles in its training set. We also observe that our dataset may
be prone to producing very similar FID scores due to all the images being taken from a single court (Center Court at Wimbledon) for our training data. Hence, all restoration techniques produced fairly similar adjustments and hence FID scores.

As mentioned in our finetuning methods section, we also performed a layer of postprocessing on our validation set generations. This was accomplished by the application of a kernel filter for sharpening and Gaussian denoising (smoothing). Based on the FID scores indicated in Figure 13, we show that our novel postprocessing steps have stronger similarity with the groundtruth images (due to consistently lower FID scores), thus further improving our restoration work. We show a single frame example for our finetuned restoration in Figure 14.

Compared to Figure 11 (the baseline’s restoration of the same frame), we see that our restoration has improved visual quality, stronger edges, and clearer artifacts. Thus, given these qualitative visually improved restorations and quantitative FID improvements, we are confident that our model is well-suited for tasks of sports image restoration.

6. Conclusion

In this work, we establish that finetuning VAEs can be used to restore old sports highlights compared to previous baseline results. With additional postprocessing techniques, videos can achieve even lower FID scores than using a fine-tuned model alone. These same techniques can be applied to other court types and perhaps even other sports. These techniques can be used to restore old sports highlights for modern audiences to appreciate.

Some extensions of this project could be to add more training epochs, diversify and enlarge the training set, as well as experimenting with restoration of different sports. Given further compute power, these tasks would be a natural corollary of the finetuning work we accomplished. We believe this work can provide value to both sports-watching communities as well as machine learning researchers and practitioners given our improved restorations and finetuning of a deep-learning framework for sports video finetuning.
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