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Introduction

● Depth information in computer vision has applications in various fields, including 

SLAM, AR and VR applications, object detection, semantic segmentation, etc.

● Traditional methods for depth estimation such as interpreting depth include Structure 

from Motion (SFM) use geometric properties of image such as using a series of 2D 

Images or Stereo Vision Matching recovers 3D structures from observing the scene 

from two viewpoints, simulating how human eyes have two cameras.

○ Other techniques, such as Feature-based mapping methods, rely on the 

assumption that similarities between regions in the RGB images also imply 

similar depth cues Sensor-based methods utilize depth sensors, like RGB-D 

cameras and Lidar.

● Many depth hints such as perspective and object sized can be exploited from 

monocular images and CNN is an ideal tool to utilize these information.



Related Work

Convolutional Neural Networks have been used for Depth Estimation over the 

past 10 years. 

● Using Fully Connected CNN, including optimizations such as residual 

learning, Continuous Random Fields, Attention Guided networks. 

● Multi-view stereo approaches use CNN to depth estimation from Stereo 

Cameras or Multiple frames of image taken from videos of a scene.

● Transfer Learning & Encoder - Decoder networks techniques have been 

shown to improve the the quality of the depth produced. 

○ We explore couple of these in our project. 



Problem Statement

● Input: single RGB image

● Output: depth image

● Evaluation: both in quantitative metric comparison and qualitative 

visualization



Dataset

● NYU Depth V2

● Composed of video sequences from indoor scenes

● Recorded by both the RGB and Depth cameras from the Microsoft 

Kinect

● 120k Images with resolution of 640x480

● We used 32K images for training with 70-30 split for training and 

validation

● Input images were resized to 320x240 to match test data resolution



U Net Architecture

Figure U-Net Architecture [8]

● 4 Downsampling Blocks

● Each downsampling block consists of 

3x3 conv (unpadded), ReLu, 2X2 

maxpool

● 4 Up Sampling Blocks



Model 1 (Unet based CNN) 

Figure Our model architecture

● 4 Upsampling blocks each consisting two 3X3 conv (same padding), Leaky Relu, Batch Norm each

● A ‘bottleneck’ of 3X3 conv and Leaky Relu

● 4 Upsampling blocks each consisting 3X3 conv (same padding), Leaky Relu, Batch Norm 



Resnet 34 Architecture



Experimental Evaluations - Qualitative
Depth maps results of transfer learning based model.Depth maps results of of UNet based CNN model

Depth Accuracy of 0.76 (UNet) vs 0.82 (Transfer 

Learning)



Experimental Evaluations - Quantitative

Loss Function Results
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