Mapping near field electromagnetic responses to sub-wavelength structures

Yixuan Shao
Stanford University
yixuans@stanford.edu

Abstract

When light interacts with an object, some of the wave is converted into the decaying mode, also known as the evanescent wave, which only exists at the surface of the object or the near field. Evanescent wave contains information of sub-wavelength structures. Conventionally, it’s hard to interpret the complex near field and extract information about the object from it. Here, I train several deep learning network models to predict sub-wavelength structures’ refractive index based on the input of the electric field at the surface of the object. The convolutional neural network (CNN) model could achieve a high prediction accuracy of 98%. The saliency maps analysis also confirms that sub-wavelength information concentrates at the surface of the object.

1. Introduction

Conventional optical imaging techniques’ resolution is fundamentally restricted by the diffraction limit[1]. The electromagnetic wave component that contains sub-wavelength information, also known as the evanescent wave, decays exponentially over distance[2]. Therefore, cameras placed far from the scene can only capture features whose sizes are larger than the wavelength. So the best resolution for most optical imaging is on the order of the wavelength.

There are some existing techniques that can achieve higher resolution than conventional optical imaging, for example, photoactivated localization microscopy (PALM) [3] and scanning electron microscope (SEM)[4]. But PALM suffers from very long time of exposure and complicated sample preparation processes. It can also damage the sample. SEM usually requires the sample to be coated with conductive material, which is not always the case. These disadvantages make it hard to apply PALM and SEM widely.

In comparison, optical imaging is usually fast, convenient, and will not damage the sample. The idea is, that there’s still rich information of the sub-wavelength features at the near field region, i.e. a few wavelengths distance from the object, where the evanescent wave doesn’t decay a lot. As long as the detection probe is close enough to the object so that the evanescent wave is still strong, sub-wavelength information can be recovered from the near field[5]. This is useful as it provides a direct method to realize super-resolution imaging.

However, the iterations between light and matter are usually complicated and it’s difficult to solve the sub-wavelength structure from the near field data. To solve this problem, here in this project I would like to use deep learning to solve the sub-wavelength structure from the near field electromagnetic response. The input for the model is the electric field scattered by the sample at the near field region. The output of the model is the refractive index profile of the sample. The detail will be discussed in the following paragraphs.

Figure 1 illustrates the system setup. A spherical wave source is placed at the top. It will emit light with a frequency ranging from 8 GHz to 12 GHz. The frequency range is chosen so that this idea could be experimentally demonstrated easily in the future if possible. There are several dielectric blocks placed at the horizontal plane 190 mm away from the source. The number of the blocks ranges from 1 to 6. The blocks can interact with the electromagnetic wave and produce complicated scattered fields. For practical reasons, we cannot detect the field inside the blocks. Instead, the electric field at the bottom region near...
the block plane is detected. We would like to infer the position and length of each block from the detected electric field.

First I would like to discuss the input of my method. The detection region is 128 mm × 256 mm in size and sampled every 2 mm. So the detected electric field is an image of size 64 × 128. Note that the electric field is actually represented as complex numbers. In this project, I simply consider the real part and imaginary part of the electric field as two different channels. The electric field is sampled at 8 - 12 GHz with 1 GHz intervals. So there are 5 frequency channels. By combining the real part, imaginary part, and frequencies as one dimension, the electric field could be represented as an image of the size 64 × 128 × 10.

Then I would like to discuss the output of my method. As the goal is to predict the position and length of each block, the output should contain information about them. I encode the block and air as binary numbers, with air represented as 0s and the dielectric blocks represented as 1s. The total length is 256 mm and is sampled every 1 mm. So we could use a 256-dimension vector composing binary numbers as the method output.

2. Related Work

This project is a novel work and there’s no similar work before. As an alternative, I list some work that relates deep learning with electromagnetic wave here as a reference.

Deep network to predict electromagnetic field distributions from dielectric photonic structures[6, 7]. Although we could numerically solve Maxwell’s equations to get the electromagnetic field distributions from dielectric photonic structures, this process is computationally expensive. In previous work [6], the researchers train a U-Net model that maps from dielectric structures to the electromagnetic response. The deep learning neural network could accelerate this computation process and support the backpropagation of the gradient. The drawback of deep learning is it suffers from large error, especially at the boundaries of structures. My work in this project is the inverse of this process, where I map the electromagnetic response back to the dielectric structures.

Designing dielectric structure distributions using generative adversarial networks[8, 9, 10, 11, 12]. This work [9] is similar to what I’m doing here, where both of us use a neural network to map the electromagnetic responses to dielectric structures. However, the difference is that the electric field I use here is measured by some probes and I would like to predict the structures that can produce such electromagnetic responses. I care more about the prediction accuracy. On the other hand, their work focuses on designing some unknown structures with some desired electromagnetic properties. They focus on optimizing the diffraction efficiency of the designed device. They apply a GAN model to transform random noise into the structure of optical grating. By optimizing the model, it could produce grating with higher and higher diffraction efficiency. This provides a new way to design optics.

Deep learning accelerated super-resolution localization microscopy[13, 14, 15]. In this work [13], deep learning is used to accelerate super-resolution single-molecule localization microscopy. The similarity is that both works realize optical super-resolution. However, they use far-field images as the input, which intrinsically loses the sub-wavelength information. As a compromise, the input images are required to be sparse so that super-resolution information could be preserved by the sparsity. The advantage of their method is that the accuracy is very high. In my project, I use near field as input, where sub-wavelength information is well preserved and the sparsity requirement is not required anymore. But as a compromise, the accuracy in this project may not be that high.

3. Dataset

The dataset is collected by solving the electric field distributions from given dielectric constant distributions, which could be considered an inverse of this problem. This process could be realized by numerically solving Maxwell’s equations, which are a set of coupled partial differential equations that dictates the behavior of electromagnetic wave[2].

First I randomly generate 18,000 setups with varying numbers of blocks, block positions, and block lengths. The number of blocks ranges from 2 to 6. The minimum length of each block is set as 5 mm because too small blocks could have a negligible impact on the electromagnetic wave. For simplicity, the height of each block is set as a constant of 20 mm. As mentioned before, the blocks are encoded as 1s, and the air is encoded as 0s. The setup is represented as a 256-dimension vector composed of binary numbers. When generating the dataset, the vector is used to calculate the scattered electric field. But when training the deep neural network model, the vector will be the feature, or rather the output of the model.

Then each setup is interpreted as some dielectric constant distribution and the electric field distribution is solved from Maxwell’s equations. Here I use Meep, an open-source software package that solves Maxwell’s equations with the finite-difference time-domain (FDTD) method[16]. The near field electric field at 8, 9, 10, 11, and 12 GHz is extracted from the result at a sample rate of 0.5 mm⁻¹ with the resolution to be 64 × 128. The real part and imaginary part of the electric field are treated as two channels for each wavelength. So there are 10 channels for each image. Each image is of the shape 64 × 128 × 10.

The dataset consisting of 18,000 datapoints is split into three parts, training set, validation set and test set. The train-
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4. Method

In this section, I will talk about the network architecture, loss function, and evaluation metrics I use for my model.

4.1. Architecture

As shown in Figure 1, the input images include features like ripples. Because the dielectric blocks have a different refractive index compared to air, the wave scattered by the block has a different phase profile. The waves scattered by different blocks interfere with each other, which ends up in the ripples in the images. So the ripples in the image contain much information about the blocks. It is well known that convolutional neural networks are good at identifying these features in the images. Therefore, it would be a good idea to learn these wavefront shapes using convolution kernels. I would like to finetune some well-known CNN architect such as VGG and ResNet and apply them to this problem. As a benchmark, I would like to use a fully-connected network and compare it with the convolutional neural networks.

4.1.1 Fully-connected network

I use a two-layer fully-connected network as the baseline method. The input image is flattened to a vector of the shape $1 \times 81920$. The hidden layer consists of 4000 neurons. Because the output of the model should be a 256-dimension vector, I add another fully-connected layer whose output dimension is 256 at the end. In addition, because the prediction result is binary, a Sigmoid function is applied to the output.

The number of variables in the fully-connected network is as large as 328,716,256. Though the fully-connected network has much more variables compared to other CNN models I use in this project, later we will find that the fully-connected network performs worst among these methods. The reason is that the fully-connected network cannot make use of the spatial correlation between neighboring pixels.

4.1.2 Modified VGG network

Very deep convolutional networks are proven to be powerful for large-scale image recognition problems [17]. Different from the fully-connected network, the convolution operation can evaluate the correlation between neighboring pixels and thus can recognize translationally-invariant features in the image. I modify the VGG 11-layer model from [17] here. The network consists of two parts. The input image first goes through a few convolutional layers with $3 \times 3$ filters. Batch normalization, ReLU nonlinear layers and $2 \times 2$ max-pooling layers are added following the convolution layers. Note that there’s no batch normalization layer in the vanilla VGG network. However, without batch normalization layers the network suffers a lot from gradient explosion and gradient vanishing problems, and that makes it very hard to find good hyper-parameters for the model. To solve this problem, I add batch normalization layers to the VGG model. Because the number of input channels is 10, I change the first convolution layer and set its input channel to be 10. In the second part, there are three fully-connected layers at the end of the model to map the result to the desired dimension. Similarly, as the output should be a 256-dimensional vector, I modify the last fully-connected layer and set its output size to be 256.

Although the network uses small filters of the size $3 \times 3$, by stacking convolution layers together, we can increase the effective receptive field. So the network can still recognize larger features.

4.1.3 Modified ResNet

To make a deeper model easier to train, ResNet is invented [18]. By adding identity mappings to the network as shortcuts, a deeper model can learn to be at least as good as a shallower model. The residual blocks try to learn a residual mapping instead of the desired underlying mapping. As ResNet performs very well in the image classification task, it is expected that it can also do well in this task. Here I modify an 18-layer ResNet structure to fit it into this problem’s input and output size. To be specific, I change the first convolution layer and set its input channel to be 10 and set the last fully-connected layer’s output size to be 256.

4.1.4 Implementation

The implementation of these network architectures is based on PyTorch [19]. I import the VGG model with batch normalization layers and the ResNet model from torchvision. I modify some layers to fit in my problem, as mentioned before. However, I don’t use the pre-trained parameters in these models. Even though we can see the basic features in the input images are common in other image datasets, and the convolution kernels in the very first layer of VGG...
or ResNet may be useful. But because the number of input channels is 10 instead of 3, it’s hard to reuse the features in 3D space and apply them to 10D space. That’s why transfer learning could be hard to be applied here.

### 4.2. Loss function

In this problem the model only needs to predict whether the structure is air or dielectric block at each position, which is a binary classification problem. I choose to use binary cross-entropy loss during the training process, which is defined as

\[
\text{Loss}(\hat{y}) = -\frac{1}{N} \sum_{i=1}^{N} y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i). \tag{1}
\]

Here \(\hat{y}_i\) is the prediction of the model on the \(i\)th example, which is a vector of 256 real numbers between 0 and 1. \(y_i\) is the groundtruth of the \(i\)th example, which is a vector of 256 binary numbers. \(N\) is the total number of examples.

### 4.3. Evaluation Metrics

I will use the average prediction accuracy to evaluate the accuracy of the model’s prediction. For each input \(x_i\), which is the \(i\)th example image of the size \(64 \times 128 \times 10\), the prediction accuracy on this example is

\[
\text{accuracy}_i = \frac{1}{256} \sum_{j=1}^{256} (y_{ij} == \hat{y}_{ij}) \tag{2}
\]

The model could be evaluated using the average accuracy over all datapoints.

\[
\text{average accuracy} = \frac{1}{N} \sum_{i=1}^{N} \text{accuracy}_i \tag{3}
\]

### 5. Experiments/Results

#### 5.1. Hyperparameters

Through experiments I find that the stochastic gradient descent algorithm (SGD) works better for the fully-connected network model. But Adam works better for the VGG model and the ResNet model. Adam combines the advantage of momentum and RMSProp. It’s usually more robust and is less likely to be trapped in a saddle point [20]. I find the batch size doesn’t have a big impact on the result and I use 50 for all models. To find the best learning rate for each model, I randomly choose different learning rates for each model and train each model for 50 epochs. The training accuracy curve is shown in Figure 2. We can see the accuracy gap between the training set and validation set is small, indicating that the model is not overfitting and the training set is large enough.

Then I select the best learning rate based on the evaluation on the validation set. The best learning rates for fully-connected network model, VGG network model, and ResNet model are \(5.0 \times 10^{-3}\), \(1.3 \times 10^{-4}\), and \(2.8 \times 10^{-4}\), respectively.

#### 5.2. Prediction Accuracy

The prediction accuracy of the fully-connected network model, VGG network model, and ResNet model on the validation set are 94.2%, 96.7%, and 98.1%, respectively. Obviously, CNN-based models perform better than the fully-connected network model. This also validates that convolutional neural networks are good at identifying ripples-like features in the input images. In addition, the number of parameters in the three models are 328,716,256, 129,824,704, 12,247,296, respectively. This is interesting because the performance of the three models shows a negative correlation with the number of parameters. That’s because the fully-connected layers are wasteful as they contribute a lot to the number of parameters but help less with the improvement of the model. The results are also summarized in Table 1.

#### 5.3. Failure Cases Analysis

I include some prediction results and compare them with the ground truth in Figure 3. In the first example (figures in the first two rows), there are only two dielectric blocks in the ground truth, which is a relatively simple setup. We can see the predictions by both CNN models are very accurate, whereas the prediction by the fully-connected net-
Figure 3. The input electric field images at 8 GHz, 10 GHz, and 12 GHz (upper), and the comparison of the prediction and ground truth (lower) on three different cases.

work model is close but not very accurate. We can see that the size of the first block is smaller than the prediction by the fully-connected network model. This indicates the fully-connected network model is not as good as CNN-based models at identifying spatially correlated features.

In the second example (the middle two figures), there are three dielectric blocks in the ground truth. The size of the third block from 105 mm to 111 mm is only 6 mm wide, which is only 0.2 wavelength. Both the fully-connected network model and VGG model fail to predict the existence of this small block. Although the ResNet model successfully predicts the existence of the block, its predicted block size is larger than the actual size of the block. Therefore the network models are not good at identifying very small blocks. This is understandable because such a small block can have little impact on the propagation of the electromagnetic wave, leaving very few clues in the input images.

A similar problem also happens in the third example (the two figures on the bottom). There’re 6 blocks in this case and some of the blocks are very small. We can see all the three models fail to predict the accurate number of blocks. The common mistake is failing to predict the existence of one of the dielectric blocks or air blocks.

5.4. Saliency Maps Analysis

Saliency Maps describes which parts of the input images have the most impact on the classification result [21]. But different from the vanilla definition of the saliency maps for a single-label classification, in this problem there are 256 labels for each input image. So I cannot reuse the same definition of the saliency maps. In order to describe which parts of the input images are most important to all of the 256 prediction results, I backpropagate the network from the loss function and calculate the absolute value of the gradient of the input image, which is then the saliency maps in this problem.

Some of the examples of the saliency maps are shown in Figure 4. We can see that the most salient parts are always at the very left edge. So the prediction results are mostly based on the information from the left edge of the input. This surprising phenomenon actually accords very well with the physics nature of the evanescent wave. On the one hand, note that the wave propagates from left to right and the dielectric blocks are placed next to the left edge of the images. This indicates the wave that is just immediately scattered by the dielectric blocks contains most information of the blocks. On the other hand, the wave component that contains sub-wavelength information is the evanescent wave, which decays over distance. Therefore, the information flow of the block information also decays over distance. That’s why we see the most salient part on the left, where the information doesn’t decay much.

The analysis also provides me with some clues on how to improve the prediction accuracy of the model in practice. As the information of the sub-wavelength structures concentrates at the immediate surface of the block, the detection area should be as close as possible to the surface of the blocks. Experiments also show that if the detection area is detached from the block surface, the prediction accuracy decreases rapidly. Besides, it would be better if we have more sampling points at the left part of the input images. Then more information would be provided for the model and the prediction accuracy could be improved.
6. Conclusion

In this project, I implement a high-precision optical super-resolution imaging technique. By learning from the scattering pattern of dielectric structures, deep learning models could predict the sub-wavelength structures of the dielectric blocks based on the electric field. The experiment results show that the ResNet model performs best on this task, followed by the VGG model, and the fully-connected network model performs worst. The wave nature of the electric field makes the input image full of ripples-like features. Convolutional networks could effectively identify these features and extract information about blocks’ structure from them. That’s why CNN models can perform better than the fully-connected network model. I also analyze why the models don’t give good predictions on some cases. Because the scattering by a very small (0.2 wavelength size) can be negligible to the electromagnetic wave, it’s hard for the models to predict small features accurately. Finally, I analyze the saliency maps and connect them to the decaying property of the evanescent wave.

For future work, I would like to explore the possibility of applying this model to three-dimensional scenarios. In this project, the model only predicts the one-dimensional refractive index profile. In the real world, the refractive index could be a three-dimensional distribution we could also detect the electric field in three dimensions. There would be interesting scenarios in the three-dimensional space. For example, one material is embedded in another material. From the perspective of far field optical imaging, it’s hard to see the embedded structure. But it would be possible to recover the embedded structure by analyzing the near field and modeling it.
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