Our paper investigates methods to improve on the baseline methods of semantic segmentation in medical imaging. Building on the UNet architecture, we implement two baseline methods, a UNet trained with a ResNet50 backbone and a more parsimonious and streamlined UNet. Building on the better-performing streamlined UNet, we investigate using multi-task learning via supervised (regression) methods and self-supervised (contrastive learning) methods. We find that the contrastive learning method has some benefits in cases where the test distribution is significantly different from the training distribution (i.e. the patient is not seen by the model during training time). Finally, we also investigate a method of improving on the UNet model by adding image metadata such as the position of the MRI scan cross-section, and the pixel height and width known as Feature-wise Linear Modulation (FiLM). We find that FiLM is beneficial when there is a slight overlap in the training and test distribution, in that the test distribution consist of future scans of patients previously trained on.

1. Introduction

Deep learning techniques can help in the segmentation task of tracing out the stomach and intestines. Building on the baseline UNet model, we investigate using multi-task learning and feature-wise linear modulation to improve performance on unseen test data in similar medical applications where patient data is scarce.

In 2019, approximately 2.5 million people were being treated for gastro-intestinal tract cancer worldwide using radiation therapy. Radiation oncologists attempt to deliver high doses of radiation using X-ray beams pointed to tumors for 10-15 minutes a day over 1-6 weeks. Prior to delivering high doses of radiation to treat gastro-intestinal tract cancer, radiology oncologists are required to spend roughly 1 hour per day manually tracing out the stomach and intestines in MRI scans in order to ensure that they direct x-ray beams in a manner to avoid those crucial organs.

Fig. 1 shows an example input MRI scan, the tumor (thick pink line), which is close to the stomach (thick red line), is targeted with various does of radiation highlighted by the different colored thin lines (with a larger area representing a larger dosage). Since the position of the tumor and intestines varies day-to-day, tracing such scans is a time-intensive process that prolongs treatment from 15 minutes per day to about an hour, reducing the ability of radiologists to treat more patients, and can be difficult for the patients to tolerate.

Deep learning can help automate the segmentation process by segmenting the stomach and intestines to allow for faster treatment. In this project, we create a model to segment the stomach and intestines on MRI scans. As seen in Fig. 2, our inputs are cross sectional 2D images of an MRI scan from actual cancer patients who had 1-5 MRI scans on separate days during their radiation treatment. We start with a baseline UNet model to predict masks for each pixel, indicating whether the pixel constitutes a (i) stomach, (ii) small intestine, (iii) large intestine, or (iv) combination of the stomach and small/large intestine. Thus, we have a multi-label segmentation problem. [15]
2. Related Work

2.1. Semantic Segmentation in Medical Imaging

Our work builds on a wide literature of semantic segmentation in medical imaging, including brain tumor segmentation [13] and polyp detection in colons [12]. These segmentation models have attained extremely promising results, paving the way for their use in real-world medical applications. For instance, Tran et al. [24] develop a modified UNet to achieve a high dice score (>0.9) for six out of seven popular medical segmentation tasks, demonstrating the high generalizability and real-world applicability of cutting-edge segmentation models.

However, while medical imaging in many parts of the body have been studied, there is a lack of robust research on the segmentation of gastrointestinal tract scans. We aim to fill this gap by applying architectures and techniques from the available research to the problem of GI tract segmentation.

2.2. Multi-Task Learning

Multitask learning, in which a model learns to solve multiple tasks simultaneously, can improve efficiency and overall performance of the main task by improving generalization as the model learns shared representations through training on related tasks [5]. Novosel et al. [14] demonstrate performance boosts to semantic segmentation using a self-supervised multitask approach. They leverage depth prediction and colorization, both of which can be learned by the model with no additional annotation cost, as auxiliary tasks to segmentation.

Previous literature [10] has found weakly supervised multitask learning to be effective in segmentation of medical images containing lesions. Additionally, we find a number of papers that explore self-supervised learning using position prediction as an auxiliary task to improve segmentation [4] [25]. One potential task that can easily be trained without additional segmentation labels using our data is position regression, suggesting that multitask learning with position regression might prove promising in this GI tract segmentation task.

2.3. Contrastive Learning

Our contrastive learning methods are based on the seminal work by Chen et al. [8] that showed a simple framework for doing contrastive learning to learn pretrained representations of images. Linear classifiers trained on these self-supervised representations outperformed other methods for fewer labeled data. Chen et al. cited some important aspects of contrastive learning such as data augmentation operations, separating the learned representations and the contrastive loss through a learnable non-linear transformation, a larger batch size, and longer training. Using contrastive learning to learn pretrained representations have been shown to be effective in medical image segmentation with limited annotated data as it allows us to learn information beyond the annotated dataset. Chaitanya et al. shows that using local representations derived from pretraining on a contrastive learning task is useful for semantic segmentation, and in fact orthogonal of data augmentation methods that can also strengthen results when there is limited labeled data. [6]

Finally, Zeng et al. tweaks the conventional contrastive learning methods as it suggests that using just data augmentations to generate contrastive data pairs may lead to a large false negative rate for medical images. This is because consecutive cross-sectional slices look extremely similar to each other. It instead proposes using relative position difference rather than hard partition strategy to distinguish positive from negative examples when designing batches. [26]

2.4. Feature-wise Linear Modulation (FiLM)

Perez et al. [19] introduce feature-wise linear modulation (FiLM) layers which carry out a simple, feature-wise affine transformation on a neural network’s intermediate features, conditioned on an arbitrary input. Lemay et al. [16] apply this concept to image segmentation by using an image’s metadata to condition the network’s intermediate features. They one-hot encode the metadata of spinal cord scans which includes information on the scan (e.g. vendor, acquisition parameters) and the patient (e.g. demographic characteristics). The metadata vector is then passed into a fully-connected networks to generate a set of scale and shift parameters. The scale and shift parameters are subsequenitly applied to the output of each convolutional layer in the UNet. By conditioning on metadata, they achieve a 5.1% improvement in the dice score.
3. Dataset and Features

3.1. Raw Dataset

Our training (including validation) data consists of 85 different cases (patients), with roughly 3-5 days of scans per patient provided in 16-bit gray-scale PNG format. Each day has about 150 different scan slices, which is a 2D cross-section of the patient. Fig. 3 shows an example of just 1 case over 1 day, with the various scan slices. Slices have been colored based on the masks for the stomach, large, and small intestines. [23]

The unseen test set from Kaggle are roughly 50 different cases, some of which are later days for cases in the training data, and some of which are not in the training data. [2] A description of the testing metric will be described in Sec. 5.2.

3.2. Preprocessing

We decode the given segmentation masks using run-length decoding. For each scan, we obtain three segmentation masks corresponding to the three organs of interest. In each mask, a pixel takes on a value of 1 if the organ is present and 0 otherwise. We concatenate all three masks together to obtain a single mask tensor for each scan.

We first process each image as a grayscale image with only one channel dimension, and normalize the image using Min-Max normalization. We then replicate each channel three times and concatenate them so it becomes a grayscale image in the RGB three dimensional space.

Each image-mask pair is then resized to 224 x 224 pixels so that they can be uniformly processed by the DataLoader. Some masks are resized from larger shapes, and the bilinear interpolation method is used to determine the labels for each pixel.

Our dataset is then split into a 70/20/10 split for training, validation, and testing. We decided to split the dataset on two levels to mimic the final test dataset from the Kaggle challenge. The first split is done on the patient level, so that the model is not able to learn certain patient-specific features from training and apply that during validation. The second split is done on a patient-day level as the Kaggle test set also sometimes includes future MRI scans of patients whose MRI scans are seen during training.

4. Methods

4.1. Model Architecture

We first implement the UNet architecture for semantic segmentation in order to establish a baseline performance for our novel methods.

UNet is a semantic segmentation model that has 5 to 6 downsampling layers and the same amount of upsampling layers. The downsampling layers are used to encode information about each of the pixels much like a CNN. The upsampling layers are then used as a decoder to decode the class (in our case, presence of a class as we have a multi-label problem), much like an autoencoder. While most semantic segmentation models are based on autoencoders, the distinguishing feature about the UNet model is that it uses the same number of upsampling and downsampling layers because each upsampling layer also copies over cropped encodings from the downsampling layers by concatenating them to the decoded information from previous upsampling layers as seen in Fig. 4. [22]

Furthermore, the UNet was first developed as a method for biomedical image segmentation, and thus has close relations to our implementation.

We first implemented our own manual version of UNet so that we could tweak the architecture to allow for multi-task learning. We created two versions of the UNet. The initial version (“Big UNet”) follows the model by Ronneberger et al. very closely in terms of model dimensions, and uses a pre-trained ResNet50 on Imagenet as the encoder. We referenced an example implementation from an online Github example implementation to build this [18]. Due to memory limitations, we had to adapt the original ResNet50 by removing the last 2048 channel layer, so our last encoder layer instead outputs a 1024 channel encoding.
However, this corresponds with the original UNet architecture, where the final encoder layer has 1024 channels. We tried various experiments which implemented freezing the first 4 layers of ResNet50, and without and found that there was little performance discrepancy between the two.

We also implemented a simplified version of the above UNet (“Small UNet”), inspired by an online Kaggle example implementation. The simplified model has just two convolutional layers (akin to one residual block in the ResNet), and no skip connections. The Big UNet instead stacks multiple residual blocks (with much higher dimensions) per downsampling layer, as well as skip connections. Having fewer convolutional layers and smaller dimensions per downsampling layer reduces the parameters, and thus the need for residual connections as it is easier to optimize. The issue with using our simplified encoder though, is that it is not pretrained on any image tasks and therefore may take a longer time to converge to optimal values, although we found that this was not generally true.

4.1.1 Segmentation Loss Function

Although our ultimate goal as mentioned in Sec. 5.2 was to increase the dice score, we combined the dice loss with the binary cross-entropy loss for each class, using the method proposed by Rajput, who showed that combining the binary cross-entropy loss and dice loss generally leads to a higher dice score. Weighting the binary cross-entropy loss with the dice loss allows the model to focus on not just one class in semantic segmentation (since dice loss balances between precision and recall). This allowed our model to consider within-class label imbalance, as we had a lot more negative than positive labels for each class.

Our segmentation loss for a cross-sectional slice $i$, pixel $j$, and label-type $l$, which is a weighted average of a binary cross-entropy loss and dice loss as given in Eq. (1).

$$L_{\text{seg}}(S_{ijl}, \hat{S}_{ijl}) = 0.6 \sum_{j=1}^{J} S_{ijl} \log(\hat{S}_{ijl}) + 0.4 \log(1 - \frac{2|S_{ijl} \cap \hat{S}_{ijl}|}{|S_{ijl}| + |\hat{S}_{ijl}|})$$

(1)

4.2. Multi-Task Learning

After training the aforementioned baseline image segmentation models, our goal is to create what we believe is a novel approach towards semantic segmentation. Traditionally, training high-performing segmentation models that generalize well requires an abundance of labelled data; however, labeling GI scans is laborious and time-consuming. Thus, we aim to explore whether multitask learning approaches that require few additional segmentation labels can improve model performance and generalizability.

In particular, we believe that the baseline model can be improved by incorporating additional contextual information from the images. Specifically, the baseline model considers each image independently of others and fails to consider that some images come from the same patient, the same slice, or the same point in time— all pieces of information that may help improve the model’s segmentation accuracy. Thus, we devise a number of tasks that aim to capture this information that can be treated as auxiliary to the main segmentation task.

Fig. 6 shows two proposed architectures to adapt UNet for multi-task learning. The UNet Model will be trained on the main task of multi-label segmentation, and an auxiliary task. We formulated two versions of the auxiliary task, one being self-supervised learning, and the other a supervised learning task. The UNet model will share encoder weights between the main and auxiliary tasks but have task-specific decoder weights and architectures for the two tasks. The loss function of the main and auxiliary tasks will be combined in a weighted loss function. We experiment with two different types of weighted loss functions, a constant weight loss function (Eq. (2)) and an training-time adaptive loss function where the auxiliary task weight decays over time (Eq. (3)).

$$\sum_{ijl} L_{(S_{ijl}, \hat{S}_{ijl})} = \sum_{ijl} L_{\text{seg}} + C \sum_{i} L_{\text{aux}}$$

(2)

$$\sum_{ijl} L_{(S_{ijl}, \hat{S}_{ijl})} = \sum_{ijl} L_{\text{seg}} + \frac{C}{t} \sum_{i} L_{\text{aux}}$$

(3)

We designed two variations of our auxiliary training tasks in such a way that induces the model to focus not just on individual images, but also on contextual information such as slice position and relationships between images to other MRI scans for a given patient and time. We hypothesize that this allows the model to perform better on unseen test patients by enabling the model to learn better high-level representations of scan features, improving the model’s ability to to recognize the stomach or intestinal structures. Furthermore, if we have more unlabelled data than labelled data, this model will allow us to circumvent the issue of label sparsity.

4.2.1 Auxiliary Task: Position Learning

The first auxiliary task attempts to learn the position of an cross-sectional scan (for most scans, this ranged from 1-144 or 1-80), based on the encoder outputs. Position information is relatively straightforward to extract from the data using image names, and previous work suggests that incorporating position in medical imaging segmentation tasks can
help improve performance [4] [25]. Decoder outputs were passed into a mean squared error loss function for regression, given by Eq. (4) for each cross-sectional slice $i$:

$$
L_{class}(S_i, \hat{S}_i) = |S_i - \hat{S}_i|^2
$$

4.2.2 Auxiliary Task: Contrastive Learning

The second auxiliary task attempts to classify an image passed in with the reference image as either being from the same or different cluster. We considered a cluster to be similar if it came from the same patient, same time, and were adjacent cross-sectional slices of the MRI scan.

We define the negative slices in the batch as all other possible cross-sectional slices, except that we place a restriction that each batch should not contain more than one patient’s scans to impose a restriction that negative MRI scans that are too close in cross-sectional proximity to the positive MRI scan could lead to false negatives and confuse the model. We also decided against using data augmentation methods for our baseline model per the discussion from Zeng et al., that suggests that excessive data augmentation could confuse the model in medical image segmentation applications where there is very fine-grained dissimilarities between positive and negative examples. [26]

We then use the methods developed in SimCLR to perform contrastive learning. We pass in a batch of 32 scans at a time or 16 pairs, requiring the model to learn which of the other 16 images is its adjacent image. We perform two variations of this - one with and one without data augmentation included. We recognize that 32 scans in a batch is smaller than what is typically used for contrastive learning applications, but were unable to increase the batch size due to memory constraints.

The classification loss function for SimCLR is the InfoNCE loss function, given by Eq. (5) for each scan $i$:

$$
L_{class}(S_i) = -\log \frac{\exp(S_i, S_i^+)}{\exp(S_i, S_i^+) + \sum_{j=1}^{15} \exp(S_i, S_i^-)}
$$

4.3. Feature-wise Linear Modulation (FiLM)

Finally, we explore the use of image metadata as a conditioning vector for intermediate outputs in the neural network. For each scan, we create a metadata vector which comprises the slice position, the case number, the day number, the pixel height and width, and the original image height and width. The metadata vector is passed into two different three-layer FCNs to generate a 48x1 scale vector and a 48x1 shift vector respectively. The scale and shift parameters are applied to the output of the first convolutional layer in the Small UNet, allowing the model to incorporate image metadata from an early stage.

5. Experiments

5.1. Experiments

In terms of hyperparameters, we use an Adam Optimizer and Cosine Annealing. Pytorch Lightning’s Auto Learning-Rate Finder is used to choose an initial learning rate (a small run is done to select an optimal intial learning rate). Because we eventually wanted to incorporate SimCLR, the largest possible batch size of 32 was chosen. While SimCLR typically uses a larger batch size, we were limited by memory constraints. Max epochs was set at 10 with early stopping incorporated. Our experiments are developed on top of the Stanford ML group’s starter code base [21].

5.2. Evaluation Metric

The metric for evaluation is the Dice coefficient, which is a commonly used statistic to compare the pixel-wise agreement between a predicted segmentation mask and the ground truth. [1] The formula is given by Eq. (6). For instance, for a given scan’s segmentation mask for the stomach, we compute the pixel-wise agreement between our predictions and the binary ground truth labels. The dice coefficient is defined for the image to be 0 when both the predicted and actual segmentation mask is empty.
Table 1. Validation Dice Coefficient Results (Patient-Day Split)

<table>
<thead>
<tr>
<th>Model</th>
<th>Task</th>
<th>Overall</th>
<th>Large</th>
<th>Small</th>
<th>Stomach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small UNet</td>
<td></td>
<td>0.8323</td>
<td>0.7982</td>
<td>0.8046</td>
<td>0.8941</td>
</tr>
<tr>
<td>Big UNet</td>
<td></td>
<td>0.8033</td>
<td>0.7705</td>
<td>0.7770</td>
<td>0.8623</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Position</td>
<td>0.6991</td>
<td>0.6294</td>
<td>0.6959</td>
<td>0.7721</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8249</td>
<td>0.7916</td>
<td>0.8037</td>
<td>0.8795</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Contrastive</td>
<td>0.8249</td>
<td>0.7916</td>
<td>0.8037</td>
<td>0.8795</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8345</td>
<td>0.7985</td>
<td>0.8114</td>
<td>0.8936</td>
</tr>
<tr>
<td>Small UNet</td>
<td>(FiLM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Validation Dice Coefficient Results (Patient Split)

<table>
<thead>
<tr>
<th>Model</th>
<th>Task</th>
<th>Overall</th>
<th>Large</th>
<th>Small</th>
<th>Stomach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small UNet</td>
<td></td>
<td>0.8235</td>
<td>0.7782</td>
<td>0.8089</td>
<td>0.8833</td>
</tr>
<tr>
<td>Big UNet</td>
<td></td>
<td>0.7847</td>
<td>0.7483</td>
<td>0.7721</td>
<td>0.8337</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Position</td>
<td>0.5806</td>
<td>0.4745</td>
<td>0.4728</td>
<td>0.7946</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8234</td>
<td>0.7864</td>
<td>0.8166</td>
<td>0.8670</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Contrastive</td>
<td>0.8234</td>
<td>0.7864</td>
<td>0.8166</td>
<td>0.8670</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8172</td>
<td>0.7799</td>
<td>0.8037</td>
<td>0.8680</td>
</tr>
<tr>
<td>Small UNet</td>
<td>(FiLM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Test Dice Coefficient Results (Patient-Day Split)

<table>
<thead>
<tr>
<th>Model</th>
<th>Task</th>
<th>Overall</th>
<th>Large</th>
<th>Small</th>
<th>Stomach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small UNet</td>
<td></td>
<td>0.8242</td>
<td>0.7903</td>
<td>0.8058</td>
<td>0.8763</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Contrastive</td>
<td>0.8095</td>
<td>0.7748</td>
<td>0.7944</td>
<td>0.8594</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8314</td>
<td>0.7957</td>
<td>0.8114</td>
<td>0.8872</td>
</tr>
<tr>
<td>Small UNet</td>
<td>(FiLM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Test Dice Coefficient Results (Patient Split)

<table>
<thead>
<tr>
<th>Model</th>
<th>Task</th>
<th>Overall</th>
<th>Large</th>
<th>Small</th>
<th>Stomach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small UNet</td>
<td></td>
<td>0.7992</td>
<td>0.7507</td>
<td>0.7876</td>
<td>0.8593</td>
</tr>
<tr>
<td>Small UNet</td>
<td>Contrastive</td>
<td>0.8093</td>
<td>0.7763</td>
<td>0.7948</td>
<td>0.8568</td>
</tr>
<tr>
<td>(Multitask)</td>
<td>Learning</td>
<td>0.8026</td>
<td>0.7628</td>
<td>0.7846</td>
<td>0.8605</td>
</tr>
<tr>
<td>Small UNet</td>
<td>(FiLM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We evaluate the three best performing models (Small UNet, multitask with contrastive learning, and FiLM) on the test set. On the test set, we find that FiLM and multitask with contrastive learning yield marginal improvements over the baseline Small UNet. These slight improvements may be due to noise, but they may also suggest that Small UNet overfits to the validation set, whereas the noisy auxiliary tasks that the multitask and FiLM models learn provide some regularization.

5.4. Discussions and Error Analysis

5.4.1 Resnet50 (Big UNet)

Surprisingly, we find that Small UNet outperforms Big UNet across the board, despite the more expressive capacity of Big UNet. We believe that this may be due to undertraining of Big UNet, particularly for patient split results where Big UNet achieves a substantially lower Dice coefficient than Small UNet. Examining the validation loss in Fig. 7, it appears that while validation loss converges for Small UNet, loss for Big UNet may still decrease further with a larger number of training epochs. As we find Small UNet produces decent results and converges more quickly than Big UNet, we build upon Small UNet in our experiments exploring various architectures.

5.4.2 Multi-Task Learning: Regression

We find that training position prediction through linear regression as an auxiliary task for segmentation degrades performance, both on the patient-day and patient split datasets. We speculate that incentivizing the model to learn to predict slice position may cause it to focus disproportionately on global features of the image such as overall slice size, shape, and orientation, rather than on the more local regions.
Figure 7. Small UNet (pink) vs. BigUNet (green) Validation Loss on Patient Split

that capture information helpful for segmentation. Further, slice index prediction is likely to be a difficult and noisy task, so it is perhaps unsurprising that it does not help improve performance on the segmentation task.

5.4.3 Multi-Task Learning: Contrastive Learning

Adding contrastive learning as an auxiliary task to semantic segmentation improves on the performance of the Small UNet very slightly as seen in Tab. 4, although this is only the case when the model has not seen the patient in the test set. The benefits of adding contrastive learning is reduced when the model has seen the patient on a different day in the past.

It should be noted that it is important to weight the loss of the auxiliary task at a much smaller amount as supposed to the main task the performance of the main task could be degraded as the gradient signals from the additive loss function confuses the weights for the main decoder. Our experiments found that using an equal weighting scheme in the loss function, as supposed to a 1:9 weighting scheme for the auxiliary and main task can degrade performance by up to 2%. This is also the trade-off that we saw in multi-task learning, that while it may help the encoder learn richer representations of the image, the combined loss can result in impure gradient signals to the main task decoder. By imposing a constant weighting scheme, our loss function creates a natural annealing of the auxiliary task weight as the SimCLR loss decreases over time to 0 as seen in Fig. 8. However, seeing that adding contrastive learning as the auxiliary task did not provide the added benefits like we hoped, perhaps using more sophisticated weighting schemes such as random weighting or adaptive auxiliary losses using gradient similarity might be helpful. We discuss these approaches in Sec. 6.

Breaking things down by class, we note that contrastive learning does help slightly by providing about a 1-2% gain for classes that are more difficult to learn such as the large bowel and small bowel in Tab. 4. However, this could also be because we note a trend that adding contrastive learning tends to cause the model to over-predict smaller classes.

Figure 8. SimCLR Training Loss

Figure 9. Example 1: Comparison of Actual Labels and Predicted Labels using Small UNet and Small UNet with Contrastive Learning

The Small UNet with contrastive learning has a higher false positive:false negative ratio for the large and small bowel classes as supposed to the Small UNet. This could help, as seen in Fig. 9, but also hurt performance, as seen in Fig. 10.

5.4.4 Feature-wise Linear Modulation

The small UNet with feature-wise linear modulation does not produce a significant improvement in performance over the small UNet baseline. This is unsurprising. The metadata we used comprises information on slice position, case
number, day number, slice height/width, pixel height/width. With the exception of slice position, it is not clear how the remaining metadata will contribute to better segmentation performance. This is contrast to Lemay et al. [16] who use metadata on the patient’s demographic characteristics and disease type. The information they use has a clear mapping to better segmentation (for instance, a patient’s demographic characteristics provides information on the anatomical structure of scans). Given that our metadata is not very relevant to segmentation, the benefits of feature-wise linear modulation is counteracted by the additional noise introduced, leading to a lack of significant performance gains.

6. Conclusion and Future Work

In this paper, we investigated ways to improve the performance of segmentation models on gastro-intestinal tract scans. We explore multi-task learning, with slice position prediction and contrastive learning as auxiliary tasks. We also explore feature-wise linear modulation to improve model performance by conditioning intermediate outputs on the image metadata. While these techniques individually did not produce a convincing improvement over the UNet baseline, we do see a slight improvement in test set performance for certain classes. We consider future directions that we can take to refine the techniques in the paper:

6.1. Adaptive Weight Loss Functions

Lin et al. suggests a simple weighting scheme for auxiliary tasks that is easy to implement, and evaluated against many image datasets show that it is effective when compared to state-of-the-art strategies as it has a higher probability to escape local minima than using just fixed weights. [17] Another weighting scheme from Du et al. adapts the auxiliary losses using gradient similarity between auxiliary and main task to allow the model detect and only use the auxiliary loss when it is helpful to the main loss. This might have allowed us to use more noisy contrastive learning methods such as data augmentation as well. [11]

6.2. MoCoV2

Given our limitations in batch size, future work could also include a contrastive learning method that does better in small batch sizes. MoCoV2 is a method that keeps a running queue of negative samples to reduce reliance on large batch sizes for performance, and has been shown to outperform SimCLR using a large batch size. The paper also showed that correct data augmentation is important, which would be an interesting area of future work. [9]

6.3. Different architectures

We can also explore the use of different segmentation architectures, such as DeepLab [7]. DeepLab is a CNN developed and open-sourced by Google that relies heavily on atrous convolutions to achieve better segmentation performance.

6.4. Ensembling

While the techniques explored do not individually lead to a boost in model performance, we recognize that the models trained have learnt different feature representations. By averaging predictions over models trained with different techniques, we might be able to achieve a better overall performance by averaging out random noise patterns.

7. Contributions

All authors contributed to all parts of the project. Bryan primarily worked on the Large UNet and contrastive learning, Helen primarily worked on the Small UNet and the regression auxiliary task, while Nicholas primarily worked on FiLM and data processing.

We also acknowledge the work of Ammar Alhajali, and Kevin Lu for their example implementations of UNet.
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