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• We propose a semi-supervised few-shot learning algorithm to classify body 
parts based on pseudo-label propagation and early stopping

• We performed experiments on different pretrained models to demonstrate that 
our proposed method outperforms the fine-tuning baseline

• Our method does not require any source data, while uses only few target 
domain data, which is a significant advantage over other methods

• The presentation video can be found at this link: 
https://youtu.be/7WvNc2STs5A

• Test-time domain adaptation (Tent)  (2020)
• Unsupervised Black-box Domain Adaptation
• Meta Learning
• Pseudo-labeling
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The application of deep learning techniques in 
medical imaging is emerging. However, the medical 
data is hard to obtain and may be subject to privacy 
and confidential issues. The labeling process can also 
be costly due to the requirement of domain 
knowledge. It is crucial to develop
semi-supervised algorithms that can be trained with 
very few data. In this work, we focus on classifying 
body part from CT images


