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Abstract

In this paper, we investigated multiple methods of data pruning for training deep neural networks on the CIFAR-100 dataset. Selective-Backprop samples data based on the training loss and drops examples that are unlikely to contribute significantly to the gradient updates; the EL2N score uses early training performance across multiple model runs to prune data points that are easy for the model to learn. We observed that both methods find a similar set of data points that are not “useful” for the training process, and both methods are able to effectively prune data without much loss in accuracy. Next, we showed that Random-Backprop, where we randomly select data to backprop, performs comparatively with Selective-Backprop in most cases and uses much less compute. In addition, we combined Selective-Backprop and EL2N to further reduce computational cost while maintaining similar model performance.

1. Introduction

Training with larger datasets generally leads to better performance for trained models [12]. However, training with a large amount of data requires an enormous amount of energy, time, and resources [1]. In constrained deployments with limited compute and storage, we want to be able to train on the smallest possible dataset with as little sacrifice to model performance as possible. To do so, we must identify the most important examples for the model to train on and exclude less important examples to reduce the size of the training dataset. Various techniques are proposed to reduce the amount of data used in training neural networks to reduce the cost of training. For example, Selective-Backprop [10] reduces the number of expensive backward passes by prioritizing high-loss training examples and skipping low-loss examples, while other methods aim to score the importance of training examples and prune those with poor scores using various scoring metrics [19].

In this paper, we first reimplemented Selective-Backprop [10] as well as EL2N scoring [19] in order to reproduce the results from their respective original papers and gain additional insight into the two methods. Specifically, we first ran a baseline ResNet18 model [6] on the CIFAR-100 dataset [14] in which we aimed to take in images as input, and for each image, output a predicted class label from the 100 total classes. Then, for this same classification task, we verified that our results for Selective-Backprop and EL2N matched the results in the original papers, and we performed an in-depth analysis of the images selected to be dropped by each method. Furthermore, we calculated EL2N scores using various models and then ran them using our baseline ResNet18 model to see if EL2N scores calculated on different architectures were transferable. Finally, we explored randomly choosing examples to backprop in our Random-Backprop method, and we combined Selective-Backprop and EL2N scores in an attempt to further improve the existing data selection methods by first pruning data using EL2N scores, then subsequently applying Selective-Backprop during training.

This paper makes three primary contributions: (1) We show that using a combination of EL2N scoring and Selective-Backprop, it is possible to reduce computation cost without sacrificing performance; (2) We show that EL2N scoring can be transferable across different CNN architectures; (3) We show that randomly choosing data points per batch to backprop can speed up training without affecting the model performance on CIFAR-100.

2. Related Work

In recent work, several attempts have been made to accelerate neural network training and to reduce the computational resources required for deep learning. One idea is importance sampling, which aims to select some training examples for training with higher probability, particularly examples that may correspond to larger updates. By generating a distribution over a set of training examples then training a model on examples sampled from that distribution, previous approaches were able to reduce the number...
of training steps for classification tasks within some target error rate [5, 11, 16]. Other similar approaches were also able to reduce the number of training steps in reinforcement tasks [20] as well as in object detection tasks [15, 21]. However, these approaches require storing historical losses for all the training examples in order to construct a distribution, and thus require storing additional states. As this doesn’t scale very well for larger datasets, other approaches that rely on additional forward passes instead of historical data for importance sampling have shown to be successful at identifying important training examples and accelerating training [10, 13]. In our paper, we further explore the “Selective-Backprop” approach proposed by Jiang et al. [10], which prioritizes backpropagation on the highest loss examples during training.

A similar idea to importance sampling is data pruning, which aims to identify coresets, that is, smaller subsets of larger sets of training data, that can be used to train to approximately the same accuracy as with using the original data. Though recent work in this area has shown to be able to identify coresets for various datasets that result in very similar training error to the original datasets [2, 3, 8, 9, 18], many of these approaches require training separate smaller models on the entire dataset first or only test their methods on relatively simple datasets with few classes, such as MNIST and CIFAR-10. A more recent approach to data pruning by Toneva et al. [23] calculates a “forgetting score” that tracks how often an example goes from being correctly classified to misclassified, with the idea being that rarely forgotten examples have less impact on training accuracy and can thus be pruned. However, as the forgetting score requires the collection of statistics during training, it is generally calculated towards the middle or end of training. Addressing this, Paul et al. [19] found that by using loss gradient norms of individual examples as a heuristic for identifying important examples, they were able to prune a significant fraction of training examples early in training, even as early as initialization, with no or little drop in accuracy on the CIFAR-10 and CIFAR-100 datasets, respectively. In our paper, we will further explore the use of the EL2N score defined by Paul et al. [19] across various models, and also combine EL2N with the Selective-Backprop [10] approach previously mentioned to create an improved data selection approach.

3. Methods

3.1. Baseline

For our baseline, we trained a ResNet18 model [7] on CIFAR-100 using an existing codebase [24], with the following hyperparameters [4]:

- Epochs = 200,
- Initial Learning Rate = 0.1 divided by 5 at 60th, 120th, 160th epochs,
- Batch Size = 128,
- Loss = CrossEntropyLoss,
- Optimizer = SGD w/ Nesterov Momentum = 0.9 and Weight Decay = 5e-4,
- Warmup = 1 Epoch

We used the same parameters for all the models we present in this report. Note that the codebase we used only contains starter code for running baseline models on CIFAR-100.

3.2. Selective-Backprop (SB)

The idea behind Selective-Backprop [10] is that instead of backpropagating every single example in a training batch, which can be expensive, we can put more focus on backpropagating the examples that our model is not classifying as well, that is, the examples with highest loss. Ideally, this reduces the amount of examples backpropagated and saves resources with minimal loss in accuracy. To focus on the higher loss examples, we choose to backprop them with higher probability than lower loss examples.

For our Selective-Backprop method, we modified our baseline model by adapting an implementation from MosaicML [17] that follows the original paper [10]. For each training batch, instead of simply running a forward pass on the entire batch then backpropogating using the entire batch, we first ran a forward pass on all examples in the batch with disabled gradient calculation in order to get their losses, then sorted the losses from lowest to highest. Then, using hyperparameters keep and batchSize, for each example $i$ in the batch, we found its loss percentile $perc_i$ in the batch, and calculated its probability

$$p_i = \frac{perc_i^{\frac{1}{perc_{max}}}-1}{\sum_j batchSize \cdot perc_j^{\frac{1}{perc_{max}}}-1}$$

to give us a probability distribution for the examples in the batch, summing to 1. We then sampled $(keep \times batchSize)$ examples from the batch without replacement using these probabilities, ran another forward pass using only these examples, and then backpropagating. For our experiments, we ran the baseline model normally for the first $n_s$ epochs to give the model a chance to learn on and see all the data initially, where $n_s$ is a hyperparameter, and then turning on Selective-Backprop for all remaining epochs. We ran experiments using $keep = 0.5$ and $n_s \in \{20, 100\}$.

3.3. EL2N Score

Let $p(w, x) = \sigma(f(w, x))$ be the softmax output of a neural network with weight $w$ for an input $x$. Then, we can compute the EL2N score of training example $(x, y)$ as
Additionally applying Selective-Backprop using averaged EL2N scores calculated at Epoch 20, then adding we tried pruning 25% of the dataset at initialization using EL2N scores calculated at both Epoch 20 and Epoch 100. For our experiments, we tried averaging calculated EL2N scores across 10 different model runs, then pruning a percentage of the data using the averaged EL2N scores and running a baseline model on that data. We implemented these scoring methods in PyTorch and ran our implementation to prune 25% and 50% of the data at initialization on the next training run by pruning the examples with the lowest EL2N scores. We then ran the baseline model normally on the pruned dataset. We also tried averaging calculated EL2N scores across 10 different model runs, then pruning a percentage of the data using the averaged EL2N scores and running a baseline model on that data. We implemented these scoring methods in PyTorch and ran our implementation to prune 25% and 50% of the data at initialization, trying EL2N scores calculated at both Epoch 20 and Epoch 100.

3.4. Diet Selective-Backprop ( Diet SB)

To try to further reduce runtime, we combined SB and EL2N score by first using calculated EL2N scores to prune a percentage of the data at initialization, then also turning on SB during the training process. For our experiments, we tried pruning 25% of the dataset at initialization using averaged EL2N scores calculated at Epoch 20, then additionally applying Selective-Backprop using \( n_s = 100 \) and \( \text{keep} \in \{0.33, 0.5\} \).

Algorithm 1 Selective-Backprop Training Cycle

```
function Train(epoch, data, bSize)
    for batch fp in data.getBatches(bSize) do
        if epoch > \( n_s \) then
            losses ← n.Forward(batch fp) ▷ No grad
            percs ← percents(losses)
            probs ← percs\((1/\text{keep})-1\)/\( \text{sum}(\text{percs}(1/\text{keep})-1)\)
            samples ← sample(keep \times bSize, probs)
        else
            samples ← batch fp
        end if
        losses ← n.Forward(samples) ▷ With grad
        losses.Backward()
        optimizer.step()
    end for
end function
```

\[ \mathbb{E}\||p(w, x) - y||_2 \] [19]

where \( y \) is the label of the input data \( x \) in one-hot encoding.

Paul et al. [19] devises the GraNd score that ranks examples by the expected loss gradient norm. They find that the EL2N score is a good approximation for the GraNd score as early as epoch 20 in training, is easier to compute, and experimentally provides even better information for data-pruning.

To prune using EL2N, we first ran a baseline model for a smaller number of epochs and scored examples using the model at an early epoch. Then, we pruned a percentage of the data at initialization on the next training run by pruning the examples with the lowest EL2N scores. We then ran the baseline model normally on the pruned dataset. We also tried averaging calculated EL2N scores across 10 different model runs, then pruning a percentage of the data using the averaged EL2N scores and running a baseline model on that data. We implemented these scoring methods in PyTorch and ran our implementation to prune 25% and 50% of the data at initialization, trying EL2N scores calculated at both Epoch 20 and Epoch 100.

3.5. Random-Backprop

To measure the effectiveness of the selection process in SB, instead of backpropping on examples sampled with calculated probabilities based on their loss percentiles, we tried only backpropping on a set of \( (\text{keep} \times \text{batchSize}) \) randomly selected examples from the batch. We call this method Random-Backprop. Similar to SB, we only use Random-Backprop after epoch \( n_s \). For our experiments, we tried \( n_s \in \{20, 100\} \) and \( \text{keep} \in \{0.5, 0.75, 0.9\} \).

Algorithm 2 Random-Backprop Training Cycle

```
function Train(epoch, data, bSize)
    for batch fp in data.getBatches(bSize) do
        if epoch > \( n_s \) then
            samples ← sample(p = keep, batch fp)
        end if
        losses ← n.Forward(samples)
        losses.Backward()
        optimizer.step()
    end for
end function
```

4. Dataset and Features

To investigate the efficiency and efficacy of our data selection algorithms, we ran multiple experiments on the CIFAR-100 dataset [14] with various models. The CIFAR-100 dataset is a popular Computer Vision dataset consisting of 60,000 32x32 color images in 100 classes, with 6,000 images per class, split into 50,000 training images and 10,000 test images. We choose this dataset because both [19] and [10] used this dataset in their experiments, so we can match our implementation with their results to verify our correctness. We performed the following transformations on the images in the training set: random crop with padding size 4, random horizontal flip, and random rotation up to 15 degrees. The images were also normalized with the mean and standard deviation calculated from the dataset.

5. Experiments/Results/Discussion

5.1. Baseline

For our baseline, we see the expected accuracy (74.69%) for the ResNet18 model on the CIFAR-100 dataset. We used all 50,000 images in the training set.

5.2. Selective-Backprop and Random-Backprop

With Selective-Backprop, we are able to match the baseline accuracy very precisely — this is also shown in the original paper [10]. There is a drop in accuracy shortly after the pruning starts, as shown in Figure 1, but the accuracy
comes back up quickly. All the runs have final accuracy within ±0.005 of the baseline accuracy.

Figure 1. Validation accuracy of SB, pruning at 50%, starting the pruning process at different epochs. The final result for all runs is very close to the baseline.

An interesting discovery is Random-Backprop, although being more noisy in some parts of training, actually performs on par with SB in most cases. We also tried to more aggressively drop data with Random-Backprop, and we found that we can retain the same performance even when randomly dropping 75% of the data per batch. When we drop 90% data, the model accuracy dropped to 67.4%, and with SB, the model can retain 69.4%, this shows that while SB is useful when data is scarce, it is not necessary in most cases for CIFAR-100. In fact, we see that on average, Random-Backprop does marginally better than SB. We believe this might be because Random-Backprop actually shows the model more diverse data and backprops less on outliers, which might prevent the model from overfitting to outliers in training data. As outliers generally have high loss, SB will almost always choose to backprop on these outliers.

5.3. EL2N Pruning

Using EL2N pruning at 25% for the ResNet18 model on CIFAR-100, as shown in Figure 2, we achieved an accuracy of 71.91% (computing the score on one independent run), resulting in a 2.78% drop in accuracy from the baseline. As shown in Figure 3, pruning 50% of the data achieved an accuracy of 57.9%, resulting in a 16.79% drop in accuracy. This is a significant drop in performance. Interestingly, pruning 50% with EL2N is worse than pruning 50% randomly. Paul et al. [19] supports this result and hypothesizes that the sharp drop in performance is because high levels of pruning with the EL2N score may lead to an incomplete coverage of the data distribution.

Additionally, Paul et al. [19] recommends averaging the EL2N score over several runs to improve the performance of pruning. We tested averaging the EL2N score on ten independent models of a ResNet18 trained to epoch 20, as shown in Figure 2. We find that pruning 25%, after averaging the score over ten runs achieved an accuracy of 73.02%, only a 1.67% drop in accuracy from the baseline.

To better compare with Selective-Backprop which begins pruning data at epoch 100, we also computed the EL2N score on a model at epoch 100. Pruning 50% of the data with the score computed at epoch 100, we achieved an accuracy of 62.27%, resulting in a 4.37% increase in accuracy over the score computed at epoch 20. This comparison is displayed in Figure 3. Notably, this is still lower than dropping 50% data randomly. We hypothesize that at epoch 100, the EL2N score has a better idea of the data distribution than at epoch 20 but pruning a percentage of the data with EL2N still skews the distribution. Therefore, pruning with information from epoch 100 would better preserve the data distribution than pruning with information from epoch 20 but still performs worse than random.

Finally, we illustrate the examples calculated as least and most valuable for training based on the EL2N score in Figures 4 and 5. It is difficult to characterize the usefulness of the examples; however, we can see a skewed class representation of sunflowers, keyboards, lawn-mowers, and trout in
the lowest scoring examples and a more balanced class representation in the highest scoring examples. At least three of the keyboard images in the lowest 20 scoring examples are almost identical, so we hypothesize that the visual variety of images in these classes are low in CIFAR and it is unnecessary for the model to see all of these images to learn the class representation.

5.3.1 Different Model Architectures

We compared which examples are pruned when computing the EL2N score for two different CNN architectures: the ResNet and GoogLeNet [7, 22] architectures. We chose GoogLeNet because it has comparable performance to a ResNet18 with relatively similar training time and fewer parameters (6.2M compare to ResNet18’s 11.2M parameters). In addition, it has inception modules that are not present in ResNet, which means that the two models are not just scaled versions of each other.

We hypothesized that if many of the same examples are pruned, then the EL2N scores can be transferred between different architectures. This means that we can train smaller models to calculate EL2N scores and then use the pruned dataset to train larger models.

To test this, we averaged the EL2N score for 10 independent runs of the ResNet18 model and 10 independent runs of the GoogLeNet model. In Figure 6, we compared the overlap of examples pruned for both architectures. When pruning the lowest 25% of examples respectively, we find that GoogLeNet and ResNet18 prune the same 94.62% of points. At 50%, both architectures prune the same 96.81% of points.

Since the percentage of shared dropped examples between both architectures is very high (greater than 90% after pruning 10%), we can conclude that the EL2N score is transferable between both the GoogLeNet and ResNet architectures.

5.4. Comparing EL2N and SB

We want to know if the two methods select the same set of data. First, we want a way to visualize if there is any
propensity of data selection throughout the training process for SB. To do so, we visualized the 200 least selected points for SB, as seen in Figure 7. We see that although the points are sparse, they seem to be used throughout the training process rather than only for specific parts of training.

![Selective-Backprop Data Point Usage By Epoch](image)

Figure 7. Usage of least used points in SB starting at epoch 20. There is no significant trend for SB’s point selection.

Since there is no significant trends we can draw from SB’s selection, we use the frequency of points included in SB as metric for how valuable SB found the points to be. We then compared the points that are least used in SB with the lowest scoring examples from EL2N. The result is shown in Figure 6. The correlation here is not as strong as the score between different runs of EL2N, but all the SB settings still show a much higher correlation than random. It is evident that there is significant overlap between points that are considered not “not useful for training” by the two methods. An interesting side note is that the correlation between different runs of SB is of the similar trend, this is lower than that between different EL2N runs due to the innate randomness in SB and throughout neural networks’ training processes.

![Selective-Backprop vs. EL2N, Pruned Examples Overlap](image)

Figure 8. Images that are least used in SB are often have low score in EL2N. This graph shows that for the top N% of images that are least used in SB, how many are also in the N% lowest rated set in EL2N. We see a much higher correlation than random for all the SB methods.

We report the top 20 images that are least useful for training as decided by both EL2N and SB in Figure 9. We see similar class representation and many repeated images as in EL2N scoring alone. There is a little more diversity in class, which might be because SB considers all images that the model does well on throughout the entire training process rather than just in the early stages. Similar to the images with highest scores in EL2N, there is a lot more diversity of the class for the images that are deemed “useful” for both methods, as shown in Figure 10.

![Examples with the lowest cumulative rank for EL2N and SB](image)

Figure 9. Examples with the lowest cumulative rank for EL2N and SB. The cumulative rank was computed by summing the rank from sorting the EL2N score and the rank of examples least used by SB.

![Examples with the highest cumulative rank for EL2N and SB](image)

Figure 10. Examples with the highest cumulative rank for EL2N and SB.

5.5. Diet Selective-Backprop

Base on our observation, EL2N and SB drops similar set of data points, so combining them should be similar to just increasing the percent of data pruned by each method. However, this is still valuable since the two methods reduces computation cost at different stage, EL2N helps with hardware usage by removing data at initialization, whereas SB reduces arithmetic cost during training while preserving the
model performances.

The result of combined EL2N and Selective-Backprop, which we call Diet Selective-Backprop is shown in Figure 11. We dropped 25% of the data with EL2N at initialization and use SB during the training process. The final accuracy of Diet SB with approximately half of the data pruned is 72.29%, the final accuracy of Diet SB with 62.5% total data dropped is 72.24%. This shows that it is possible to combine the two methods; however, the accuracy seems to be limited by EL2N’s performance, which has a higher impact to performance since it removes the data completely from the dataset before the training process. As we are unable to find the exact limit of the number of data that can be dropped by SB without influencing the performance, it is unclear if Diet SB can lead to better computation/performance trade-off, but we see that the performance of Diet SB is similar to that of EL2N despite Diet SB dropped half of the samples during training.

![Figure 11. Validation accuracies for Diet SB are computed based on pruning 25% of the data with the EL2N score at initialization, and dropping additional data dynamically throughout the training process.](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>Total Pruned (Pre-Training)</th>
<th>Runtime per Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0% (0%)</td>
<td>45.77s</td>
</tr>
<tr>
<td>SB</td>
<td>50% (0%)</td>
<td>43.73s</td>
</tr>
<tr>
<td>Random-Backprop</td>
<td>50% (0%)</td>
<td>27.19s</td>
</tr>
<tr>
<td>EL2N</td>
<td>25% (25%)</td>
<td>35.97s</td>
</tr>
<tr>
<td>Diet SB</td>
<td>62.5% (25%)</td>
<td>32.66s</td>
</tr>
<tr>
<td>Diet SB</td>
<td>50% (25%)</td>
<td>37.86s</td>
</tr>
</tbody>
</table>

Table 1. Typical runtime per epoch when training with different methods. All percentage are with respect to the total training dataset.

with large models, since those models spend more time in back-propagation.

6. Conclusion/Future Work

In this project, we replicated results from two papers focusing on reducing computational cost of deep neural network training and compared the points that are pruned by each of the methods. We then found two ways to further reduce the computation cost: Random-Backprop, where only a random subset of the data in each batch is back-propagated, and Diet Selective-Backprop, where we use calculated EL2N scores to prune a portion of the dataset at initialization and then use Selective-Backprop during training.

Our experiments showed that there is a strong correlation between EL2N scores calculated using different model architectures, meaning that EL2N scores calculated using different models may be transferable to other models and a new model may not have to recalculate EL2N scores. We also showed that on the CIFAR-100 dataset, there was a large overlap between data pruned by EL2N and data frequently excluded by SB. In particular, some classes like sunflowers, keyboards, and lawn-mowers were often pruned and excluded, possibly because images within those classes lack diversity. Furthermore, all of our methods showed speedup in runtime per epoch, with Random-Backprop providing the most significant speedup while seeing no drop in accuracy compared to the baseline. SB and Random-Backprop performed similarly in terms of accuracy when dropping 50% of the data, though as the amount of data dropped increases, SB outperforms Random-Backprop. Finally, we saw that combining EL2N and SB helped improve computation cost, although the performance of our Diet SB was largely bounded by EL2N, especially when we do not prune aggressively with SB.

In the future, it would be interesting to explore how a combination of EL2N and Random-Backprop would perform, as well as how well our methods work on other
datasets, such as ImageNet or SVHN, and models of different architectures or sizes, such as ResNet20, WideResNet, or GoogleNet. We also would like to account for randomness of the experiments since most of the change in accuracy are small, so it would be helpful to have an error estimation associated with the final result to see whether the change in accuracy is significant.

7. Appendices

7.1. CIFAR-10 result with ResNet20

In addition to training ResNet18 on CIFAR-100, we also trained ResNet20 [7] model since those are designed specifically for CIFAR. Since ResNet20 has fewer parameters, there is less time used in the forward and backward propagation process, and the time saving from SBP is not significant.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Pruned</th>
<th>Final Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0%</td>
<td>91.65%</td>
</tr>
<tr>
<td>Random-Backprop</td>
<td>50%</td>
<td>91.76%</td>
</tr>
<tr>
<td>SB</td>
<td>50%</td>
<td>91.73%</td>
</tr>
</tbody>
</table>

7.2. Additional Images Comparing SP and EL2N

Figure 12. We found the top 50 images with the lowest absolute ranking difference between EL2N and Selective-Backprop. This may include images that are both likely and unlikely to be dropped by both methods. This shows that images in classes found in Figure 9 like sunflower, raccoon, trout, lawn-mower, and keyboard are closely ranked for both methods.

7.3. Correlation of Data Selected Between Different Runs of SB

See Figure 13.
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