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Outline

e Background / Motivation / History

e Video Datasets

e Models
o Pre-deep learning
o CNN + RNN
o 3D convolution
o Two-stream



What we’ve seen in class so far...

e |mage Classification
e C(CNNs, GANs, RNNs, LSTMs, GRU
e Reinforcement Learning

What's missing — videos!
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...and more!
e Video editing
e VR (e.g. vision as inverse graphics)

e Video QA



Datasets

e Video Classification
e Atomic Actions
e Video Retrieval



Video Classification
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e YouTube videos

e 13320 videos, 101 action
categories

e Large variations in camera motion,
object appearance and pose,
viewpoint, background,
illumination, etc.

Wall Pushups

—
-

2 [
Drumming Playing Dhol

sbee Catch

Kayaking

250
m5.0-10.0 Sec

M0.0-2.0Sec

m>10.0Sec
W2.0-5.0Sec

Number of Videos

o ¥ >rwE W= %@ gL wwwYLs Y WWHWEE WHWEY LT PE W QL POO Y WO WEY K QD W
2 §cES8R¢c8 FLEPERLE PP PEEE 05T PE P38 PR3 2882F8 P
cz 25828238 I3 3592288 :55c:E¢82%8:s5E8s¢822¢358s58c28&28¢8z%¢= ; -
$86z2a8528o¢s <3 g’gﬁkgﬁ5625855guumﬁgiﬁgmzmb’:xcﬁn@%;g Uneven Bars |[Volleyball Spiking]
o Zagszee 5 £ % 28 g CCysEEET 2% R® /olleyb
558853553 € 58 2 g2z eg3%¢ g e z g 2% T £ 3
R T SHESESFESECEE -G EESgTEISZzEEizoS58EE™
2 5633283 2® 29525582 % $5826 SETZTTILSEEIZTRES
> 38558238 5 £ 28E§0%s5w & Lgg& EER Sg®ES
g2 stz £ 252 22588 302 PR TESSS T 323
% g&3&8 3 E $5°3C 2% 8¢ §2g8¢2 S
£y 3 =23 P23 a £ e 232
z T ®° 3 S 2 E
S 3 ] 55
@ i =z



Sports-1M

e Youlube videos
e 1,133,157 videos, 487/
sports labels
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Atomic Actions



Charades

e Hollywood in Homes:
crowdsourced “boring” videos
of daily activities

e 9848 videos

e RGB + optical flow features

e Action classification, sentence
prediction

e Prosand cons
o Pros: Objects; video-level and
frame-level classification
o Cons: No human localization



http://www.youtube.com/watch?v=x9AhZLDkbyc&t=10

Atomic Visual Actions (AVA)

- S
e Data i" =
o b57.6k 3s segments

o Pose and object interactions

e Pros and cons
o  Pros: Fine-grained
o Cons: no annotations about
objects



Moments in Time (MIT)

e Dataset: 1,000,000 3s videos
o 339 verbs
o Not limited to humans
o Sound-dependent: e.g. clapping
in the background
e Advantages:
o Balanced
e Disadvantages:

o Single label (classification, not
detection)



https://docs.google.com/file/d/1ZyVr17RY85fsts0zNfOaFf_vBxF1H4yH/preview

Movie Querying



M-VAD and MPII-MD

e Video clips with descriptions. e.g.:
o SOMEONE holds a crossbow.
o He and SOMEONE exit a mansion. Various vehicles sit in the driveway, including an RV and a

boat. SOMEONE spots a truck emblazoned with a bald eagle surrounded by stars and stripes.
o At Vito's the Datsun parks by a dumpster.

AD: Another room, the wife  She smokes a cigarette with a  Putting the cigarette out, she  She pats her face and hands
and mother sits at a window  latex-gloved hand. uncovers her hair, removes the  with a wipe, then sprays herself
with a towel over her hair. glove and pops gum in her  with perfume.

AD: They rush out onto the A man is trapped under a cart. Valjean is crouched down be-  Javert watches as Valjean
street. side him. places his shoulder under the
shaft.



LSMDC (Large Scale Movie Description Challenge)

e Combination of M-VAD and MPII-MD

Tasks

e Movie description
o  Predict descriptions for 4-5s movie clips
e Movie retrieval

o Find the correct caption for a video, or retrieve
videos corresponding to the given activity

e Movie Fill-in-the-Blank (QA)

o Given a video clip and a sentence with a blank
in it, fill in the blank with the correct word

AD: Abby gets in the
basket.

Script: After a moment a
frazzled Abby pops up in
his place.

|

Mike leans over and sees
how high they are.

Mike looks down to see -
they are now fifteen feet
above the ground.

Abby clasps her hands
around his face and
kisses him passionately.
For the first time in

her life, she stops think-
ing and grabs Mike and
kisses the hell out of him.



Challenges in Videos

e Computationally expensive
o Size of video >> image datasets

e Lower quality
o Resolution, motion blur, occlusion

e Requires lots of training data!



What a video framework should have

e Sequence modeling
e Temporal reasoning (receptive field)

e F[ocus on action recognition
o Representative task for video understanding



Models



Pre-Deep Learning



Pre-Deep Learning

Features:
e |ocal features: HOG + HOF (Histogram of Optical Flow)
e Trajectory-based:

o Motion Boundary Histograms (MBH)
o (improved) dense trajectories: good performance, but computationally intensive

Ways to aggregate features:
e Bag of Visual Words (Ref)
e Fisher vectors (Ref)


https://hal.inria.fr/hal-00725627v2/document
https://hal.inria.fr/hal-00873267v2/document
https://hal.inria.fr/inria-00583818/document
https://arxiv.org/abs/1405.4506
https://www.robots.ox.ac.uk/~vgg/rg/papers/peronnin_etal_ECCV10.pdf

Representing Motion
Optical flow: pattern of apparent motion

e Calculation: e.g. TVL1, DeepFlow,
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https://hal.inria.fr/hal-00873592/document

Representing Motion

1) Optical flow
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Deep Learning ©



Large-scale Video Classification with Convolutional Neural Networks (pdf)

2 Questions:

e Modeling perspective: what architecture to best capture temporal patterns?

e Computational perspective: how to reduce computation cost without

sacrificing accuracy?


http://vision.stanford.edu/pdf/karpathy14.pdf

Large-scale Video Classification with Convolutional Neural Networks (pdf)

Architecture: different ways to fuse features from multiple frames

Single Frame Late Fusion Early Fusion  Slow Fusion
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http://vision.stanford.edu/pdf/karpathy14.pdf

Large-scale Video Classification with Convolutional Neural Networks (pdf)

Computational cost: reduce spatial dimension to reduce model complexity
— multi-resolution: low-res context + high-res foveate

fou High-res image center
©a strean, of size (w/2, h/2)

\

Reduce #parameters
to around a half

NN

a4 384 256
U

Low-res image context
downsampled to (w/2, h/2)



http://vision.stanford.edu/pdf/karpathy14.pdf

Large-scale Video Classification with Convolutional Neural Networks (pdf)

Results on video retrieval (Hit@k: the correct video is ranked among the top k):

Model Clip Hit@1 Video Hit@1 Video Hit@35
Feature Histograms + Neural Net - 55.3 -
Single-Frame 41.1 59.3 T7.7
Single-Frame + Multires 42.4 60.0 78.5
Single-Frame Fovea Only 30.0 49.9 72.8
Single-Frame Context Only 38.1 56.0 77.2
Early Fusion 38.9 57.7 76.8
Late Fusion 40.7 59.3 78.7
Slow Fusion 41.9 60.9 80.2
CNN Average (Single+Early+Late+Slow) 41.4 63.9 82.4



http://vision.stanford.edu/pdf/karpathy14.pdf

Next...

e CNN + RNN
e 3D Convolution

® [wo-stream networks



CNN + RNN



Videos as Sequences

Previous work: multi-frame features are temporally local (e.g. 10 frames)

Hypothesis: a global description would be beneficial

Design choices:

e Modality: 1) RGB 2) optical flow 3) RGB + optical flow
e features: 1) hand-crafted 2) extracted using CNN

e Temporal aggregation: 1) temporal pooling 2) RNN (e.g. LSTM, GRU)



Beyond Short Snippets: Deep Networks for Video Classification (arXiv)

;

[
L]
e —

L1 1 [ 1

1) Conv Pooling 2) Late Pooling 3) Slow Pooling

4) Local Pooling 5) Time-domain convolution



https://arxiv.org/abs/1503.08909

Beyond Short Snippets: Deep Networks for Video Classification (arXiv)

Learning global description:

Design choices:

e Modality: 1) RGB 2) optical flow 3) RGB + optical flow
e features: 1) hand-crafted 2) extracted using CNN
e Temporal aggregation: 1) temporal pooling 2) RNN (e.g. LSTM, GRU)


https://arxiv.org/abs/1503.08909

3D Convolution



2D vs 3D Convolution

Previous work: 2D convolutions collapse temporal information

output <« 1 output

(a) 2D convolution (b) 2D convolution on multiple frames

Proposal: 3D convolution — learning features that encode temporal information

: output

(€) 3D convolution



3D Convolutional Neural Networks for Human Action Recognition (pdf)

Multiple channels as input:

1) gray, 2) gradient x, 3) gradient y, 4) optical flow x, 5) optical flow vy
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https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6165309

3D Convolutional Neural Networks for Human Action Recognition (pdf)

Handcrafted long-term features: information beyond the 7 frames + regularization

Auxiliary
j I outputs
Action

classes



https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6165309

Learning Spatiotemporal Features with 3D Convolutional Networks (pdf)

Improve over the previous 3D conv model

e 3 x 3 x 3 homogeneous kernels

End-to-end: no human detection preprocessing required

e Compact features; new SOTA on several benchmarks
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https://arxiv.org/pdf/1412.0767.pdf

wo-Stream



Video = Appearance + Motion

Complementary information:
e Single frames: static appearance

e Multi-frame: e.g. optical flow: pixel displacement as motion information
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Two-Stream Convolutional Networks for Action Recognition in Videos (pdf)

Previous work: failed because of the difficulty of learning implicit motion

Proposal: separate motion (multi-frame) from static appearance (single frame)
e Motion: external + camera — mean subtraction to compensate camera motion

Spatial stream ConvNet

§ conv1 (| conv2 || conv3 || conv4 || conv5 | full6 full7 (|softmax|

- \ y 7X7x96 ||5x5x256 [|3x3x512 || 3x3x512 || 3x3x512 || 4096 2048
& (Y stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout
r » norm. norm. pool 2x2 ‘
: }. single frame pool 2x2 | pool 2x2 e
E @ — A Score
& Temporal stream ConvNet tision
; o
‘ conv1 || conv2 || conv3 || conv4 || conv5 fullé full7 [[softmax R
. 7X7x96 || 5x5x256 || 3x3x512 || 3x3x512 || 3x3x512 | 4096 2048

stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout
input - norm. || pool 2x2 pool 2x2
video multi-frame pool 2x2
\_ optical flow )



https://arxiv.org/pdf/1406.2199.pdf

Two-Stream Convolutional Networks for Action Recognition in Videos (pdf)

Two types of motion representations:

1) Optical flow 2) Trajectory stacking
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https://arxiv.org/pdf/1406.2199.pdf

Convolutional Two-Stream Network Fusion for Video Action Recognition (pdf)

Disadvantages of the previous two-stream network:

e The appearance and motion stream are not aligned
o Solution: spatial fusion

e Lacking modeling of temporal evolution
o Solution: temporal fusion



https://arxiv.org/pdf/1604.06573.pdf

Convolutional Two-Stream Network Fusion for Video Action Recognition (pdf)

Spatial fusion:

e Spatial correspondence: upsample to the same spatial dimension

e Channel correspondence: fusion:

o Max fusion: y,fu]md = ?j 4+ :Ci-)j d

max a b
i,j,d — max{xz-7j,d, xi,j,d}

o Concat-conv fusion: stacking + conv layer for dimension reduction
m Learned channel correspondence' yoOr =y f 1)

o Bilinear fusion: i aT b
E :E :X Xi,j

=1 5=1

o Sum fusion: Y


https://arxiv.org/pdf/1604.06573.pdf

Convolutional Two-Stream Network Fusion for Video Action Recognition (pdf)

Temporal fusion:

e 3D pooling
e 3D Conv + pooling

2D Pooling 3D Pooling 3D Conv + 3D Pooling

VP D00 «030
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https://arxiv.org/pdf/1604.06573.pdf

Convolutional Two-Stream Network Fusion for Video Action Recognition (pdf)

Multi-scale: local spatiotemporal features + global temporal features

iotempor L____TemporalLoss |

A A
[e——— ] =
| ——

y@*ﬁ}ﬁ y*tﬁ :

I 3D Conv fusion + 3D Pooling 3D Pooling

4 A A A A



https://arxiv.org/pdf/1604.06573.pdf

Model Takeaway

The motivations:

e CNN + RNN: video understanding as sequence modeling
e 3D Convolution: embed temporal dimension to CNN
e Two-stream: explicit model of motion



Further Readings

e CNN + RNN

A Unsupervised Learning of Video Representations using LSTMs (arXiv)

A Long-term Recurrent ConvNets for Visual Recognition and Description (arXiv)

e 3D Convolution

3  |13D: integration of 2D info

d P3D:3D=2D+ 1D

e Two streams

A 13D also uses both modalities

e Others:

A Objects2action: Classifying and localizing actions w/o any video example (arXiv)
A Tube Convolutional Neural Network (T-CNN) for Action Detection in Videos (arXiv)


https://arxiv.org/abs/1502.04681
https://arxiv.org/abs/1411.4389
https://arxiv.org/pdf/1705.07750.pdf
https://arxiv.org/abs/1711.10305
https://arxiv.org/abs/1510.06939
https://arxiv.org/pdf/1703.10664.pdf

