Lecture 2:
Image Classification with Linear Classifiers
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Administrative: Assignment 1
Out tomorrow, Due 4/21 11:59pm

K-Nearest Neighbor

Linear classifiers: SVM, Softmax
Two-layer neural network

Image features
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Administrative: Course Project

Project proposal due 4/24 (Monday) 11:59pm
Contact your assigned TA for initial guidance (Canvas -> People -> Groups)
Use Google Form to find project partners (will be posted later today)

“Is X a valid project for 231n?” --- Ed private post / TA Office Hours

More info on the website

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2- 3 April 6, 2023



Administrative: Discussion Sections

This Friday 1:30pm-2:20 pm, in person at Thornton 102, remote on Zoom
(recording will be made available)

Python / Numpy, Google Colab

Presenter: Manasi Sharma (TA)
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Syllabus

Deep Learning Basics Convolutional Neural Networks Computer Vision Applications
Data-driven approaches Convolutions RNNs / Attention / Transformers
Linear classification & kNN PyTorch / TensorFlow Image captioning

Loss functions Activation functions Object detection and segmentation
Optimization Batch normalization Style transfer

Backpropagation Transfer learning Video understanding

Multi-layer perceptrons Data augmentation Generative models

Neural Networks Momentum / RMSProp / Adam Self-supervised learning

Architecture design

3D vision

Robot learning
Human-centered Al
Fairness & ethics
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Image Classification

A Core Task in Computer Vision

Today:

e The image classification task

e Two basic data-driven approaches to image classification
o K-nearest neighbor and linear classifier
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Image Classification: A core task in Computer Vision

(assume given a set of possible labels)
{dog, cat, truck, plane, ...}

> cat

This image by Nikita is
licensed under CC-BY 2.0
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https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

The Problem: Semantic Gap —_—

[ 91 98 102 106 104 79 98 103 99 105 123 136 110 105 94 B85]
[ 76 85 90 105 128 105 87 96 95 99 115 112 106 103 99 85]
[ 99 81 81 93 120 131 127 100 95 98 102 99 96 93 101 94]
[1e6 91 61 64 69 91 88 85 101 107 189 98 75 84 96 95]
[114 108 85 55 55 69 64 54 64 B7 112 129 98 74 84 091]
[133 137 147 103 65 81 B0 65 52 54 74 B84 102 93 85 B82]
[128 137 144 140 109 95 86 70 62 65 63 63 60 73 86 101]
[125 133 148 137 119 121 117 94 65 79 80 65 54 64 72 098]
[127 125 131 147 133 127 126 131 111 96 89 75 61 64 72 B84]
[115 114 109 123 150 148 131 118 113 109 100 92 74 65 72 78]
[ 89 93 9@ 97 108 147 131 118 113 114 113 109 106 95 77 80]
[63 77 86 81 77 79 102 123 117 115 117 125 125 130 115 87]
[ 62 65 82 89 78 71 8@ 101 124 126 119 101 107 114 131 119]
[ 63 65 75 88 89 71 62 81 120 138 135 105 81 98 110 118]
[ 87 65 71 87 186 95 69 45 76 130 126 107 92 94 105 112]
[118 97 82 86 117 123 116 66 41 51 95 93 89 95 102 107]
[164 146 112 80 82 120 124 104 76 48 45 66 88 101 102 109]
[157 170 157 120 93 86 114 132 112 97 69 55 70 82 99 94]
[130 128 134 161 139 100 109 118 121 134 114 87 65 53 69 86]
[128 112 96 117 150 144 120 115 104 107 102 93 87 81 72 79]
[123 167 96 86 83 112 153 149 122 109 104 75 8@ 107 112 99]
[122 121 102 80 82 86 94 117 145 148 153 102 58 78 92 107]
[122 164 148 103 71 56 78 83 93 103 119 139 102 61 69 84]]

What the computer sees

An image is a tensor of integers
between [0, 255]:

e T e.g. 800 x 600 x 3
(3 channels RGB)

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2- 8 April 6, 2023



https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

Challenges: Viewpoint variation

[[105 112 108 111 104 99 186 99 96 103 112 119 184 97 93 87]
[ 91 98 102 106 164 79 98 163 99 105 123 136 110 105 94 85
[ 76 85 90 105 128 105 87 96 95 99 115 112 106 103 99 85
[99 81 81 03 120 131 127 160 95 98 102 99 96 93 101 94
[106 91 61 64 69 91 88 B85 101 107 109 98 75 B84 96 95
[114 108 85 55 55 69 64 54 64 87 112 120 98 74 84 91
(133 137 147 103 65 81 8@ 65 52 54 74 B84 102 93 85 82
(128 137 144 140 189 95 86 70 62 65 63 63 60 73 86 101
(125 133 148 137 119 121 117 94 65 79 80 65 54 64 72 98]
(127 125 131 147 133 127 126 131 111 96 89 75 61 64 72 84]
(115 114 109 123 150 148 131 118 113 109 180 92 74 65 72 78]
[89 93 90 97 188 147 131 118 113 114 113 109 106 95 77 80]
[63 77 86 81 77 79 102 123 117 115 117 125 125 130 115 87]
[62 65 82 89 78 71 88 101 124 126 119 101 107 114 131 119

[87 65 71 87 186 95 69 45 76 130 126 107 92 94 105 112
[118 97 82 86 117 123 116 66 41 51 95 03 89 95 102 107
[164 146 112 80 82 120 124 104 76 48 45 66 88 101 102 109
(157 170 157 120 93 86 114 132 112 97 69 55 70 82 99 94
(130 128 134 161 139 100 109 118 121 134 114 87 65 53 69 86]
(128 112 96 117 150 144 120 115 104 107 102 93 87 81 72 79]
(123 167 96 86 83 112 153 149 122 109 104 75 80 107 112 99]
(122 121 102 80 82 86 94 117 145 148 153 102 58 78 02 107]
[122 164 148 103 71 56 78 83 93 103 119 139 162 61 69 84]]

All pixels change when
the camera moves!

This image by Nikita is
licensed under CC-BY 2.0
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https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

Challenges: lllumination

This image is CC0 1.0 This image is CC0 1.0 This image is CC0 1.0 This image is CC0 1.0
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https://pixabay.com/en/cat-cat-in-the-dark-eyes-staring-987528/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
http://maxpixel.freegreatpicture.com/Cats-Silhouette-Cats-Eyes-Silhouette-Cat-694730
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://pixabay.com/en/red-cat-animals-cat-face-cat-red-1451799/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
http://maxpixel.freegreatpicture.com/Animals-Tree-Sun-Cat-In-Tree-Cat-Feline-Titus-63683
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Background Clutter

This image is CC0 1.0 public domain This image is CC0 1.0 public domain
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https://pixabay.com/en/cat-camouflage-autumn-fur-animals-408728/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://www.pexels.com/photo/view-of-cat-in-snow-248276/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Occlusion

This image by jonsson is licensed

This image is CCO 1.0 public domain This image is CC0 1.0 public domain under CC-BY 2.0
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https://pixabay.com/p-393294/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://commons.wikimedia.org/wiki/File:New_hiding_place_(4224719255).jpg
https://www.flickr.com/people/81571077@N00?rb=1
https://creativecommons.org/licenses/by/2.0/
https://pixabay.com/en/cat-hidden-meadow-green-summer-1009957/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Deformation

This image by Umberto Salvagnin This image by Umberto Salvagnin This image by sare bear is ‘T_his imsge Sy Tg(r? g:v(azi \S
is licensed under CC-BY 2.0 is licensed under CC-BY 2.0 licensed under CC-BY 2.0 icensed under CC- .

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2- 13 April 6, 2023


https://www.flickr.com/photos/kaibara/3625964429/in/photostream/
https://www.flickr.com/photos/kaibara/
https://creativecommons.org/licenses/by/2.0/
https://c1.staticflickr.com/5/4101/4877610923_52c9a5fedf_b.jpg
https://www.flickr.com/photos/eviltomthai/
https://creativecommons.org/licenses/by/2.0/
https://www.flickr.com/photos/sarahcord/364252525
https://www.flickr.com/photos/sarahcord/
https://creativecommons.org/licenses/by/2.0/
https://www.flickr.com/photos/34745138@N00/4068996309
https://www.flickr.com/photos/kaibara/
https://creativecommons.org/licenses/by/2.0/

Challenges: Intraclass variation

This image is CC0 1.0 public domain
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http://maxpixel.freegreatpicture.com/Cat-Kittens-Free-Float-Kitten-Rush-Cat-Puppy-555822
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Context

Image source:
https://www.linkedin.com/posts/ralph-aboujaoude-diaz-40838313_technology-artificialintelligence-computervision-activity-6912446088364875776-h-Iq
?utm_source=linkedin_share&utm_medium=member_desktop_web
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Modern computer vision algorithms
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This image is CC0 1.0 public domain
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http://maxpixel.freegreatpicture.com/Cat-Kittens-Free-Float-Kitten-Rush-Cat-Puppy-555822
https://creativecommons.org/publicdomain/zero/1.0/deed.en

An image classifier

def classify_image(image):
# Some magic here?

return class_label

Unlike e.g. sorting a list of numbers,

no obvious way to hard-code the algorithm for
recognizing a cat, or other classes.
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Attempts have been made

Find edges Find corners

- VAN D
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Machine Learning: Data-Driven Approach

1. Collect a dataset of images and labels
2. Use Machine Learning algorithms to train a classifier
3. Evaluate the classifier on new images

Example training set

def train(images, labels):
# Machine learning!
return model

def predict(model, test_images):
# Use model to predict labels
return test_labels
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Nearest Neighbor Classifier
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First classifier: Nearest Neighbor

def train(images, labels): Memorize all

# Machine learning! >
return model | data and labels

def predict(model, test_images): Predict the label
# Use model to predict labels » of the most similar
return test_labels C .
training image
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First classifier: Nearest Neighbor

=

deer bird plane

v A
[~

Training data with labels

’.9’?',4

query data

Distance Metric | | — R
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Distance Metric to compare images

L1 distance:  di(I1, 1) Z |7 — I3
test image training image pixel-wise absolute value differences
56 | 32 | 10 | 18 10 | 20 | 24 | 17 46 | 12 | 14 | 1
90 | 23 (128 | 133 8 | 10 | 89 (100 82 113 | 39 | 33 add
” = —> 456
24 | 26 | 178|200 12 | 16 178 (170 12 | 10 | 0 | 30
2 0 |255|220 4 | 32 (233 | 112 2 | 32 | 22 | 108
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import numpy as np

class NearestNeighbor:
def _init (self):
pass

def train(self, X, y):
"% X is N x D where each row is an example. Y is 1l-dimension of size N """

X
y

self .Xtr
self.ytr

def predict(self, X):
“"* X is N x D where each row is an example we wish to predict label for
num_test = X.shape[0]

Ypred = np.zeros(num_test, dtype = self.ytr.dtype)

for i in xrange(num test):
distantes = np.sum(np.abs(self.Xtr - X[i,:]), axis = 1)
min_index = np.argmin(distances) # get the index with smallest distance
Ypred[i] = self.ytr[min_index] # predict the label of the nearest example

return Ypred

Lecture 2 - 24

Nearest Neighbor classifier

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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import numpy as np

class NearestNeighbor:
def _init (self):
pass

Nearest Neighbor classifier

def train(self, X, y):
""" X is N x D where each row is an example. Y is 1-dimension of size N """

X
y

self.Xtr
self.ytr

Memorize training data

def predict(self, X):
"X is N x D where each row is an example we wish to predict label for
num_test = X.shape[0]

= self.ytr.dtype)

Ypred = np.zeros(num_test, dtype

for i in xrange(num test):

distances = np.sum(np.abs(self.Xtr - X[i,:]), axis
min_index = np.argmin(distances) # get the index with smallest distance

Ypred[i] = self.ytr[min_index] # predict the label of the nearest example

return Ypred

Lecture 2 - 25
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import numpy as n . P
Sl Nearest Neighbor classifier
class NearestNeighbor:
def _init (self):
pass

def train(self, X, y):
"% X is N x D where each row is an example. Y is 1l-dimension of size N """

self.Xtr = X
self.ytr =y

def predict(self, X):
"o X is N x D where each row is an example we wish to predict label for """
num_test = X.shape[0]

Ypred = np.zeros(num_test, dtype = self.ytr.dtype)

for © 1) xrange(num test) For each test image:
Find closest train image
distances = np.sum(np.abs(sel?.Xtr - X[i,:]), axis = 1) H :
min_index = np.argmin(distances) # get the index with smallest distance F)rfa(j|(3t IEit)EEI ()f r]EBEirEBE;t |fT1Ei£JE§
Ypred[i] = self.ytr[min_index] # predict the label of the nearest example

return Ypred
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import numpy as np

Nearest Neighbor classifier
class NearestNeighbor:
def _init (self):

pass

Q: With N examples,
def train(self, X, y): .
""" X is N x D where each rowris an example. Y is I-Qimension of size N """ r1C)\A/ fEiE;t are tr€3|r1|r1£3

e o x and prediction?

self.ytr =y
def predict(self, X): Ans: Train 0(1),
"o X is N x D where each row is an example we wish to predict label for """ F)FEB(ii()t (:)(T\l)

num_test = X.shape[0]
Ypfed = ﬁp.zé}oé(num;test,ﬂdfybe = Ll‘*;yfr;dtype)r o
This is bad: we want

for 1 1n arangalnimi tecty s classifiers that are fast
at prediction; slow for
distances = np.sum(np.abs(sel?.Xtr - X[i,:]), axis = 1) trfaiTTir1£J if; ()P(
min_index = np.argmin(distances) # get the index with smallest distance
Ypred[i] = self.ytr[min_index] # predict the label

return Ypred
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i Nearest Neighbor classifier

class NearestNeighbor:
def _init (self):
pass

- Many methods exist for
S el fast / approximate nearest

""" X is N x D where each row is an example. Y is 1-dimension of size N
ot oy ‘ e : neighbor (beyond the

Lf.ytr =y scope of 231N!)
def predict(self, X):
"o X is N x D where each row is an example we wish to predict label for """ /\ SJ()()(j irT1F)IEErT1€3r1tEiti()r1'

num_test = X.shape[0]
# let ake sure that the https://github.com/facebookresearch/faiss

Ypred = np.zeros(num_test, dtype = self.ytr.dtype)

for i in xrange(num test):

distantes = np.sum(np.abs(self.Xtr - X[i,:]), axis = 1)
min_index = np.argmin(distances) # get the index with sma
Ypred[i] = self.ytr[min_index] #

Johnson et al, “Billion-scale similarity search with

return Ypred GPUs”, arXiv 2017
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https://github.com/facebookresearch/faiss

What does this look like?

1-nearest neighbor
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K-Nearest Neighbors

Instead of copying label from nearest neighbor,
take majority vote from K closest points
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K-Nearest Neighbors: Distance Metric

L1 (Manhattan) distance L2 (Euclidean) distance

di(Iy, L) =) |7 - I} &(1, 1) = \/Z (-1
p p

dh
OO
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K-Nearest Neighbors: Distance Metric

L1 (Manhattan) distance L2 (Euclidean) distance
di(I1, 1) Z 7 — 12| B(1, 1) = vf"Z (1 - 13)°
K=1 K=1
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K-Nearest Neighbors: try it yourself!

http://vision.stanford.edu/teaching/cs231n-demos/knn/
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http://vision.stanford.edu/teaching/cs231n-demos/knn/

Hyperparameters

What is the best value of k to use?
What is the best distance to use?

These are hyperparameters: choices about
the algorithms themselves.

Very problem/dataset-dependent.
Must try them all out and see what works best.
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Setting Hyperparameters

Idea #1: Choose hyperparameters
that work best on the training data

train
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Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the training data perfectly on training data
train

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 36 April 6, 2023



Setting Hyperparameters

Idea #1: Choose hyperparameters
that work best on the training data

BAD: K = 1 always works
perfectly on training data

train

Idea #2: choose hyperparameters
that work best on test data

train

test

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the training data perfectly on training data
train
Idea #2: choose hyperparameters BAD: No idea how algorithm
that work best on test data will perform on new data
train test

Never do this!
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Setting Hyperparameters

Idea #1: Choose hyperparameters BAD: K = 1 always works
that work best on the training data perfectly on training data
train
Idea #2: choose hyperparameters BAD: No idea how algorithm
that work best on test data will perform on new data
train test
Idea #3: Split data into train, val; choose Better!

hyperparameters on val and evaluate on test

train validation test
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Setting Hyperparameters

train

Idea #4: Cross-Validation: Split data into folds,

try each fold as validation and average the results

fold 1 fold 2 fold 3 fold 4 fold 5 test
fold 1 fold 2 fold 3 fold 4 fold 5 test
fold 1 fold 2 fold 3 fold 4 fold 5 test

Useful for small datasets, but not used too frequently in deep learning

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Example Dataset: CIFAR10

10 classes
50,000 training images
10,000 testing images

airplane 5 B o5t 0 K = B O o
automobile alﬂﬁmﬁg
brd SRR ST
cat B e R R T
deer 1 i e
dog W EARE SRR AN
g EIESNa®~”EEEE
horse oy e I 2 PO A S B TR
ship [ R e R P
wuck (@ W s B
Alex Kiizhevsky, “Learning Multiple Layers of Features from Tiny Images', Technical Report, 2000,
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Example Dataset: CIFAR10

10 classes
50,000 training images
10,000 testing images

airplane 58 G o< ] Bl = B I i I
automobile {5 558 £ B84 7 o I8 5 5 S0
bird @K EETH LS
cat Y 0 T g 0 R
deer [ e e Bl R ) MR 5 B2
o] 2 - 1 = \-

dog W KN B B
tog DIENS®”EEEE
horse  ugy e [ I PO 1) S G T S
ship [ o ) e R R 5
- p— —

wock @ RN sl

Alex Krizhevsky, “Learning Multiple Layers of Features from Tiny Images”, Technical Report, 2009.

Fei-Fei Li, Yunzhu Li, Ruohan Gao

Test images and nearest neighbors
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Setting Hyperparameters

0.32

031

Fei-Fei Li, Yunzhu Li, Ruohan Gao

Lecture 2 - 43

Example of
5-fold cross-validation
for the value of k.

Each point: single
outcome.

The line goes

through the mean, bars
indicated standard
deviation

(Seems that k ~= 7 works best
for this data)
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What does this look like?
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What does this look like?
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k-Nearest Neighbor with pixel distance never used.

- Distance metrics on pixels are not informative

Original image s Original Occluded Shifted (1 pixel) Tinted

CCO0 public domain

(All three images on the right have the same pixel distances to the one on the left)
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https://www.pexels.com/photo/blonde-haired-woman-in-blue-shirt-y-27411/
https://creativecommons.org/publicdomain/zero/1.0/

k-Nearest Neighbor with pixel distance never used.

Dimensions = 3

- Curse of dimensionality Points = 43
Dimensions = 2 OO OO OO OO
Points = 42 O o O O @)
©O 0 O o Ooo
Dimensions = 1
Points = 4 o O O O O O ®) ®) OOO
@)
O O O @) o o o o OOO
—O0—C0O—0 O— @)
© 6 o0 © ©O 0 o0 o Ooo
o O @) @) o o o o @)
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K-Nearest Neighbors: Summary

In image classification we start with a training set of images and labels, and
must predict labels on the test set

The K-Nearest Neighbors classifier predicts labels based on the K nearest
training examples

Distance metric and K are hyperparameters
Choose hyperparameters using the validation set

Only run on the test set once at the very end!
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Linear Classifier
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Parametric Approach

Image

> f(x,W)
Array of 32x32x3 numbers T
(3072 numbers total) VV
parameters
or weights

>

10 numbers giving

class scores

Fei-Fei Li, Yunzhu Li, Ruohan Gao

Lecture 2 - 50
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Parametric Approach: Linear Classifier

f(x,W) = WXx

Image

- f(x,W) > 10 numbers giving

T class scores
Array of 32x32x3 numbers

(3072 numbers total) VV

parameters
or weights
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Parametric Approach: Linear Classifier
3072x1

Image- flx, W) = WK

) 10x1  10x3072 .
- f(x,W) > 10 numbers giving
& T class scores

Array of 32x32x3 numbers

(3072 numbers total) VV

parameters
or weights
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Parametric Approach: Linear Classifier
3072x1
f(x,W)|=|WK +|b | 10x1
10x1 10x3072

10 numbers givin
- f(x, W) - giving
e T class scores

Array of 32x32x3 numbers

(3072 numbers total) VV

parameters
or weights

Image
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Neural Network

Linear
classifiers

This image is CC0 1.0 public domain
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http://maxpixel.freegreatpicture.com/Play-Wooden-Blocks-Tower-Kindergarten-Child-Toys-1864718
https://creativecommons.org/publicdomain/zero/1.0/deed.en
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pooling

Linear layers

[Krizhevsky et al. 2012]
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airplane
automobile .
bird

cat

50,000 training images

deer each image is 32x32x3

dog 10,000 test images.
frog

horse

ship

HE?EIJ-H.II
Qe B

5

truck
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Flatten tensors into a vector

Input image

56

231

24

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)
Algebraic Viewpoint

Flatten tensors into a vector

Y
56
0.2 | -05| 01 | 2.0 1.1 -96.8 | Cat score
231
1.5 1.3 2.1 0.0 + 3.2 | — 437.9 Dog score
24
_ 0 0.25 | 0.2 | -0.3 -1.2 61.95 | Ship score
Input image )
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Interpreting a Linear Classifier

airplane a )ﬂ.= r_ E-ﬁ. Input image

automobile ] 5 0 0 o

bird SR EETH RS

cat I 0 T ot 0 R Y

deer .?“ﬁ!’.“ 0.2 | -0.5 15 | 13 0 | 25
dog i“*!ﬁnﬁlm o 01 | 20 21 | 00 02 | -03
g DIENa®~ESE ¥ ¥ '

horse gy e [ PO PR I G R b

Ship u n E ot H ; Es E E Score -9:.8 43t.9 61*95
ruck o el A o s B
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Interpreting a

airplane ')ﬁ=='-.
automoblle- Hﬂﬁﬁg
bird  SAREK] EETHKE
cat I 0 ot S R O
deer [l i Bl R A R R R
wor AR TN A
g  EIENS®~ S E
horse gy v N O PN I G TR S
ship [ R e S
truck ‘ ! Iﬁ‘- EE

Linear Classifier: Visual Viewpoint

Score

Input image

Y A\

02 | -05 15 | 13 0 | 25
01 | 20 21 | 00 02 | 03
\ v v
1.1 3.2 12
v v v
-96.8 437.9 61.95

horse

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Interpreting a Linear Classifier: Geometric Viewpoint

5

car classifier

5

j2

2 deer classifier

airplane classifie @
S \
G : ’
SIS

4

Array of 32x32x3 numbers
(3072 numbers total)

Plot created using Wolfram Cloud

Cat image by Nikita is licensed under CC-BY 2.0
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https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/
https://sandbox.open.wolframcloud.com/app/objects/26bc9cd9-50a8-42a9-8dbf-7a265d9e79c8

Hard cases for a linear classifier

Class 1: Class 1: Class 1:

First and third quadrants 1<=L2norm<=2 Three modes
Class 2 Class 2.: Class 2.:
Second and fourth quadrants Everything else Everything else
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Linear Classifier — Choose a good W
TODO:

1. Define a loss function that
quantifies our unhappiness with the

airplane -3.45 =051 3.42 ..

— -8.87 6.04 464 scores across the training data.
bird 0.09 Rk 2. 65

cat 42 '498 -4.22 5.1 2. Come up with a way of efficiently
deer . -4.19 5 . . R
” e s oo finding the parameters that minimize
g 3.78 4.49 5 the loss function. (optimization)

horse 1.06 -4 .37 -1.5

ship =036 -2.09 -4.79

truck -0.72 -2.93 6.14

Cat image by Nikita is licensed under CC-BY 2.0; Car image is CC0O 1.0 public domain; Erog image is in the public domain
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https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/
https://www.pexels.com/photo/audi-cabriolet-car-red-2568/
https://creativecommons.org/publicdomain/zero/1.0/
https://en.wikipedia.org/wiki/File:Red_eyed_tree_frog_edit2.jpg

Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W) =Wz are:
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Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W) =Wz are:

cat 3.2 1.3 2.2
car 5.1 4.9 2.5
frog -1.7 20 -31

A loss function tells how good
our current classifier is

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -65
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Suppose: 3 training examples, 3 classes.

) A loss function tells how good
With some W the scores f(z, W) =Wz are:

our current classifier is
Given a dataset of examples
N
(s, i) Fime

Where x; is image and

cat 32 1.3 29 y; is (integer) label
car 5.1 4.9 2.5
tog 1.7 20 3.1
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Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W) =Wz are:

A loss function tells how good
our current classifier is

Given a dataset of examples

{(xza yz) i =1

Where x; is image and
Y; s (integer) label

Loss over the dataset is a
average of loss over examples:

ZL 3727 ) yz)

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W) =Wz are:

Given an example (:ci, yi)
where x; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:
cat 32 13 22 |
L':Z 0 if s, > s;+1
car 5.1 4.9 25 7 5j— 8y, +1 otherwise

J#Yi

frog -1.7 2.0 -3.1 =D max(0,s5; = sy, + 1)

J#Yi

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 68 April 6, 2023



Suppose: 3 training examples, 3 classes. Interpreting Multiclass SVM loss:
With some W the scores f(z, W) =Wz are:

Loss

Sy, Sj

difference in
scores between
correct and
incorrect class

cat
I {O if s, > s;+1
car 2o |8 — sy +1 otherwise
= max(0, s; — sy, + 1)
frog J7Yi

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 69 April 6, 2023



Suppose: 3 training examples, 3 classes. Interpreting Multiclass SVM loss:

With some W the scores f(z, W) =Wz are:
Loss
Sy, Sj
W—J difference in
1 scores between
correct and
Cat incorrect class
I 0 if s, > s;+1
car ' 2o |8 — sy +1 otherwise
= max(0, s; — sy, + 1)
frog J#Yi

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -70 April 6, 2023



Suppose: 3 training examples, 3 classes. Interpreting Multiclass SVM loss:

With some W the scores f(z, W) =Wz are:
Loss
Sy, Sj
W—J difference in
1 scores between
correct and
Cat incorrect class
I 0 if s, > s;+1
car ' 2o |8 — sy +1 otherwise
= max(0, s; — sy, + 1)
frog J#Yi

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -71 April 6, 2023



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:
cat 3.2 1.3 2.2

Li =), max(0,s; — sy, +1)

frog -1.7 2.0 -3.1

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -72 April 6, 2023



Suppose: 3 training examples, 3 classes.
With some W the scores f(z, W) =Wz are:

cat
car

frog
Losses:

1.3
4.9
2.0

2.2
2.5
-3.1

Multiclass SVM loss:
Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,
and using the shorthand for the
scores vector: s = f(zi, W)

the SVM loss has the form:

L;

= D jsy max(0,s; — sy, + 1)

= max(0,5.1-3.2+1)

+max(0, -1.7-3.2+ 1)

= max(0, 2.9) + max(0, -3.9)
=29+0
=29

Fei-Fei Li, Yunzhu Li, Ruohan Gao
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:

cat 3.2 1.3 2.2 B =E =ty 1)
car 5.1 4.9 2.5 = max(0, 1.3 - 4.9 + 1)

+max(0, 2.0 - 4.9 + 1)

frog -1.7 2.0 -3.1 = max(0, -2.6) + max(0, -1.9)
Losses: 2.9 0 ot
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:

cat 3.2 1.3 2.2 P ST .y
car 5.1 4.9 2.5 = max(0, 2.2 - (-3.1) + 1)

+max(0, 2.5- (-3.1) + 1)
frog -1.7 2.0 -3.1 = max(0, 6.3) + max(0, 6.6)

Losses: 2.9 0 12.9 : ?'23_; 6.6
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:

cat 3.2 1.3 2.2

Li =), max(0,s; — sy, +1)

car 5 ] 1 4'9 2 ) 5 Loss over full dataset is average:
frog -1.7 2.0 -3.1 L=%% L

: L=(29+0+12.9)/3
Losses: 2.9 0 12.9 i
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With W th W) =Wz are:
ith some e scores f(z, W) z Li = 2.4y, max(0, 85 — sy, +1)

Q1: What happens to loss if car
scores decrease by 0.5 for this
training example?

Q2: what is the min/max possible
cat 1.3 SVM loss L.?
car 4.9
Q3: At initialization W is small so
frog 2.0 all s = 0. What is the loss L,
| osses: 0 assuming N examples and C
classes?

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -77 April 6, 2023



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:

cat 3.2 13 22 L; :Z% max(0, s; — sy, + 1)

car 5.1 4.9 2.9 Q4: What if the sum
frog -1.7 2.0 -3.1 was over all classes?

Losses: 2.9 0 12.9 (including j = y_i)

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -7/8 April 6, 2023



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:

cat 3.2 13 22 L; :Z% max(0, s; — sy, + 1)

car S.1 4.9 2.9 Q5: What if we used
frog -1.7 2.0 -3.1 mean instead of

Losses: 2.9 0 12.9 sum?

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -79 April 6, 2023



Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z,W) =Wz are:

Given an example (:ci, yi)
where z; is the image and
where y; is the (integer) label,

and using the shorthand for the
scores vector: s = f(z;, W)

the SVM loss has the form:
Li =), max(0,s; — sy, +1)

Q6: What if we used

Li =3, max(0,s; — sy, + 1}

cat 3.2 1.3 2.2
car 5.1 4.9 2.5

frog -1.7 20 -31
Losses: 2.9 0 12.9
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Suppose: 3 training examples, 3 classes. Multiclass SVM loss:
With some W the scores f(z, W) =Wz are:

0SS

Sy, Sj

difference in
1 scores between
correct and

Cat 3 .2 1 . 3 2 . 2 incorrect class

car 5.1 4.9 2.5 Q6: What if we used
frog '1 7 20 '3.1 5.

Losses: 2.9 0 12.9

= Z#yi max (0, s; — Sy, + 1)°

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -81 April 6, 2023



Multiclass SVM Loss: Example code

Li = Zj?éyz' maX(O, Sj — Sy, T 1)

def L_i vectorized(x, y, W):
scores = W.dot(x) # First calculate scores
margins = np.maximum(0, scores - scores[y] + 1) #ThenCmCMamthen%n@ns%—sw+1
margins[y] = 0 # only sum j is nqt Yy, so when j =y, set to zero.
loss i = np.sum(margins) # sum acyoss all
return loss 1
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Softmax classifier

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 83 April 6, 2023



Softmax Classifier (Multinomial Logistic Regression)

. Want to interpret raw classifier scores as probabilities

cat 3.2
car 5.1
frog -1.7
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Softmax Classifier (Multinomial Logistic Regression)

. Want to interpret raw classifier scores as probabilities
S = f(xz, W) PY =& X —=umy) = ek __| Softmax

S; .
>_; €7 | Function

cat 3.2
car 5.1
frog -1.7

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -85 April 6, 2023



Softmax Classifier (Multinomial Logistic Regression)

. Want to interpret raw classifier scores as probabilities
S = f(xz, W) PY =& X —=umy) = ek __| Softmax

S; .
>_; €7 | Function

Probabilities
must be >=0

cat 3.2 24.5

exp

car 51 —[164.0
frog -1.7 018

unnormalized
probabilities

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 86 April 6, 2023



Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(xz, W) PY =& X —=umy) = ek __| Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >=0 must sum to 1
cat 3.2 24.5 0.13
exp normalize
car 51 —{164.0|=™=% 0.87
frog -1.7 0.18 0.00
unnormalized probabilities
probabilities

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 87 April 6, 2023



Softmax Classifier (Multinomial Logistic Regression)

. Want to interpret raw classifier scores as probabilities
S = f(xz, W) PY =& X —=umy) = ek __| Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >=0 must sum to 1
cat 3.2 24.5 0.13
exp normalize
car 5.1 —164.0——| 0.87
frog -1.7 0.18 0.00
Unnormalized unnormalized probabilities

log-probabilities / logits probabilities
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Softmax Classifier (Multinomial Logistic Regression)

. Want to interpret raw classifier scores as probabilities
S = f(xz, W) PY =& X —=umy) = ek __| Softmax

S; .
>_; €7 | Function

Pobsites P oo pty i -
cat 3.2 24.5 0.13 | - L =-log(0.13)
car 51 [7-164.0|~™=| 0.87 - 20
tog | -1.7 0.18 0.00
Unnormalized unnormalized probabilities

log-probabilities / logits probabilities
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Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >=0 must sum to 1 Li = ~log P(Y = yi| X = z:)
cat 24.5 0.13 | - L =-log(0.13)
eXp normalize =2.04

car 51 2-164.0|=™" 0.87
fog | 17 018 0.00 | Meximum Liettond Eetimaton

likelihood of the observed data
Unnormalized unnormalized probabilities (See CS 229 for details)
log-probabilities / logits probabilities
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Softmax Classifier (Multinomial Logistic Regression)

- Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >=0 must sum to 1

24.5 0.13 [ comee <—{ 1.00
car 51 —{164.0|"=™"% 0.87 0.00
frog -17 018 OOO OOO

Unnormalized unnormalized probabilities Correct
log-probabilities / logits probabilities probs

L; = —log P(Y = 4| X = z;)

cat
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Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >= 0 mustsumto 1 L = T8 P(Y =yl X = i)
cat 3.2 24.5 0.13 [ compare <—1 1 00

exp

car 5.1 ——[164.0|"™=% 0.87 | “Gesens | 0.00
fog | -1.7 | |0.18 0.00 | =<1 0.00

: : P(y)log
Unnormalized unnormalized probabilities ; Q(y) Correct

log-probabilities / logits probabilities probs
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Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Probabilities Probabilities
must be >=0 must sum to 1

cat 24.5 0.13 [ comere <— 1.00
car 51 —+164.0"™"% 0.87 | cossemoy | 0.00

H(P,Q) =

frog -1.7 0.18 0.00 - 0.00

H(p) + Drr(P|Q)

Unnormalized unnormalized probabilities Correct
log-probabilities / logits probabilities probs

L; = —log P(Y = 4| X = z;)
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Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Maximize probability of correct class Putting it all together:
2 g S
cat 3.2 ( > e )

car 5.1
frog -1.7

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 94 April 6, 2023



Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
S = f(wz, W) P(Y — k|X — 331) ., (GF Softmax

S; .
>_; €7 | Function

Maximize probability of correct class Putting it all together:
Li = —log P(Y = 4| X = z;) L = — 16 c % -
cat 3.2 . 8 3 € )
Q1: What is the min/max possible softmax loss L.?
car 5.1 i
fro 17 Q2: At initialization all 8, will be approximately equal;
9 what is the softmax loss L, assuming C classes?
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Softmax Classifier (Multinomial Logistic Regression)

Want to interpret raw classifier scores as probabilities
_ e .o — ».) — €% | Softmax
= f(wz, W) P(Y B k|X - CBz) a % e’ | Function

g . Maximize probability of correct class Putting it all together:
2 g S
cat 3.2 ( > e )

5 1 Q2: At initialization all s will be
car : . _ .
approximately equal; what is the loss?

frog -1.7 | A:-log(1/C) = log(C),
If C =10, then L. =1og(10) = 2.3

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 - 96 April 6, 2023



Softmax vs. SVM hinge loss (SVM)
-2.85
matrix multiply + bias offset max(0, -2.85 - 0.28 + 1) +
—»| | 0.86 max(0, 0.86 - 0.28 + 1)
0.01 | -0.05 | 0.1 | 0.05 15 0.0 =
08 1.58
07 | 02 | 005 | 0.16 29 + 0.2
00 | -045 | -0.2 | 0.03 -44 203 cross-entropy loss (Softmax)
-2.85 0.058 0.016
%4 56 b
ex, normalize
> | 0.86 _p. 236 |— 5 | 0631 | -109(0:353)
wz (to sum =
to one) 0.452
0.28 1.32 0.353
Y | 2
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Softmax vs. SVM

L; = —log( gjyésj ) i = Dz, max(0,s; — sy, +1)

Fei-Fei Li, Yunzhu Li, Ruohan Gao Lecture 2 -98 April 6, 2023



Softmax vs. SVM

L; = — log( 23:] ) L, = Z#yi max(0, s; — sy, + 1)
assume scores: Q: What is the softmax loss and
-/ O 2 3] the SVM loss?

10,9, 9]

10, -100, -100]

and 1y, =0
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Softmax vs. SVM

L; = — log( > :] ) L, = Z#yi max(0, s; — sy, + 1)
assume scores: Q: What is the softmax loss and

the SVM loss if | double the

38: _92,’ 9?] ;g;rect class score from 10 ->
20, -100, -100]
and y, =0
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Coming up: T(x,W) = Wx +b

- Regularization
- Optimization
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