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Why Self-Attention is. a unique and
TranSfO rmersf) powerful operation!



Recap: What is self attention?

%0 };‘ );2 Outputs:

context vectors: y (shape: " )

| mul(—) + add (1) |

Operations:

Key vectors: k = xW,
Value vectors: v = x
Query vectors: g = xW_
Alignment: e, =q -k /D

Attention

g Attention: a = softmax(e)
g kD —>| €oo €01 || €0z = OUtPUt: yj T Zi ai,j
> 9]
"5 B k1 €0 €1 €., g
o >
E ] k2 —| € €1 €2 2
T T T Inputs:
a4 || 9, || 9, Input vectors: x (shape: N x D)




Self-attention allows
the network to learn
relationships between
each segment of the
iInput!



Interesting Application
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Overall Setup

Multisensory self-attention
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Multisensory Self-Attention
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Figure 3: Multisensory self-attention.



Dense Packing
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Tasks Evaluated: Dense Packing
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Real World Example:



http://www.youtube.com/watch?v=sRdx3sa6ryk&t=481

CNN vs Transformer
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CNN vs Transformer

If it walks like a
duck, swims like a
duck and quacks like
a duck, it's
probably a duck

“Disjunctive” Behavior

That's good, but if it doesn't

quack and it has a duck beak,

it's still a duck. Or if I don't
see it swim and it has duck
feet it's also a duck. Or ...
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Global Attention Models

“Compositional” Behavior

I've got 10 identifiers for

duck. If I seeall 10, then

I'm 100% confident it's a

duck. If I see 9, then I'm

907% confident it's a duck.
If I see 8..

Local Attention Models



Results
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