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Abstract

Image style transfer in computer vision applies the artis-
tic style of one image onto another, with applications in
art, photography, and medical imaging. Despite progress,
achieving high-fidelity style transfer remains challenging
due to balancing content structure and artistic style. This
project aims to solve this by creating a new framework
called ASTRO-G (Advancing Style Transfer with Robust
Object Detection and Generative Models). ASTRO-G in-
tegrates YOLO for object detection, SAM for segmenta-
tion, Stable Diffusion for style generation, and neural style
transfer. YOLO detects objects, SAM provides detailed
segmentation masks, and Stable Diffusion generates high-
quality stylistic images. Neural style transfer then blends
the content and style. Combining these advanced tech-
niques enhances precision and quality in style transfer.
The LPIPS metric evaluates the similarity between gener-
ated and ground truth style images. Experiments using the
Egyptian Landmarks Dataset for content and artist datasets
show the effectiveness of this approach, with the generated
style images and the artist images shown to be perceptually
similar (with the vast majority of perceptual distances less
than 1), and qualitatively provide similar results for the fi-
nal output images. The integrated method improves control
over image segmentation and style application, promising
for various applications.

1. Introduction

Image style transfer represents a captivating and innova-
tive domain within computer vision, where the primary goal
is to apply the artistic style of one image (referred to as the
style image) onto the content of another image (known as
the content image) [3l]. This transformative process enables
a wide array of applications, from enhancing the aesthetics
of photographs to the creation of novel digital artworks, and
extending even into the realm of medical imaging where it
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can assist in visualizing diagnostic images with enhanced
clarity and detail [16]]. The technique leverages deep learn-
ing models to separate and recombine content and style,
producing images that are aesthetically pleasing and con-
textually accurate.

Despite the considerable strides made in this field,
achieving high-fidelity style transfer remains a formidable
challenge. The primary difficulty lies in preserving the
structural integrity and semantic content of the content im-
age while faithfully rendering the intricate artistic style of
the style image. This balance is critical for maintaining the
recognizability of the original content while introducing the
stylistic elements in a coherent and visually appealing man-
ner.

This project aims to push the boundaries of image
style transfer by integrating advanced object detection, seg-
mentation and generative models into our new framework
ASTRO-G (Advancing Style Transfer with Robust Object
Detection and Generative Models). ASTRO-G revolves
around four core components: You Only Look Once Open
World (YOLO) for object detection, Segment Anything
Model (SAM) for object segmentation, Stable Diffusion for
style generation, and neural style transfer. The input for
our method will be a content image, a prompt for a given
artistic style, and a prompt for an object in the image. We
then use an object detection model (YOLO) and a segmen-
tation model (SAM) to mask the desired image based on
the user object prompt. Then, the image mask will undergo
style transfer (with the generated style image from Stable
Diffusion with the artistic style prompt) and get reapplied
to the original content image. The result yields an image
with style transfer applied to a specified object in a speci-
fied style. This project endeavors to push the boundaries of
image style transfer by integrating advanced techniques in
object detection, segmentation and generative modeling.

YOLO is a state-of-the-art object detection system that
can detect and classify objects in images with high accuracy
and speed. It operates by dividing the image into a grid and
predicting bounding boxes and class probabilities for each
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Figure 1: Layout and example of our method. Images are fed into YOLO for object detection with text prompt for the object
to detect, then SAM for segmentation, and subsequently whichever image segment is selected is pushed either for 1) a Stable
Diffusion-generated style image generated with a text prompt or 2) a ground-truth style image. The mask then undergoes a
style transfer and is overlaid with the rest of the original component of the image. An example is shown here for an image of
the pyramids of Giza (from our Egyptian dataset) and transformed with style of Van Gogh.

grid cell. This allows for real-time object detection, making
it a valuable tool for segmenting images into meaningful
components before style transfer.

The Segment Anything Model (SAM) is a highly versa-
tile segmentation model designed to identify and delineate
objects and regions within an image accurately. By integrat-
ing SAM, we can enhance the granularity and precision of
the segmentation process, ensuring that the style transfer is
applied selectively to specific regions of interest within the
content image.

Stable Diffusion is a generative model that excels at
producing high-quality images from textual descriptions or
other forms of input data. By leveraging Stable Diffusion,
we aim to generate images that maintain high fidelity to
both the content and the desired style, resulting in visu-
ally stunning and contextually accurate outputs. This model
uses a combination of iterative refinement and adversarial
training to produce images that are not only realistic but
also artistically coherent.

Neural style transfer is the core technique that enables
the application of the artistic style from one image onto the
content of another. This process typically involves training
convolutional neural networks (CNNs) to optimize a loss
function that balances content reconstruction and style re-
construction.

In summary, this project seeks to enhance the state-of-
the-art in image style transfer through precise object detec-
tion, segmentation, and sophisticated generative modeling.
The outcomes will not only advance the field but also open
up new possibilities for creative and practical applications

of style transfer technology.

2. Related Work

While previous efforts have focused on using SAM and
neural style transfer together [3 [8 [17], we aim to cre-
ate a new version with Stable Diffusion that will generate
high-quality images, as well as YOLO for object detection
to enhance segmentation. A project integrating advanced
segmentation, object detection, and generative models like
YOLO, SAM, and Stable Diffusion for image style trans-
fer offers significant improvements over traditional methods
due to several reasons. Semantic segmentation has been an-
other method that could is useful for style transfer [9, 11 [7],
but the masks are still not precise enough for style transfer,
as is the case for object detection and style transfer [[10} [11].
The use of YOLO and SAM would utilize a version of style
transfer that has more precise control over image segmenta-
tion by using object detection as another step for style trans-
fer, as has been shown in limited cases [8]. Using Stable
Diffusion for high-quality image generation is useful for
applications where a ground truth image search would be
costly in time and user experience, and an image of a sim-
ilar style but identical quality may be useful and has been
approached before though with not with our current frame-
work [20) [13]. This will be the first time that all of
these tools will be combined to our knowledge. The long-
term benefits of combining these functions for an automatic
pipeline for image and style transfer is ideal for multiple
industrial applications.



3. Methods

Our approach involves a multi-step process to effectively
transfer styles and evaluate the results. The methods in-
clude YOLO for object detection, SAM for segmentation,
Stable Diffusion for image generation, and for evaluation.
An overview of our approach is shown in Figure[l]

3.1. YOLO for Object Detection

The first step is to use YOLO to detect and locate ob-
jects within the content images. This step ensures that key
objects are identified and preserved during the style transfer
process.

YOLO Open World (You Only Look Once) is a real-
time object detection system that applies a single neural
network to the full image for a given number of classes.
In our case, we used a single class, a single word to define
our object. We use the latest YOLO-World that has open-
vocabulary detection capabilities and zero-shot learning [2].
This neural network divides the image into regions and pre-
dicts bounding boxes and probabilities for each region using
the embeddings for text and the visual features.

The YOLO World model includes a YOLO backbone, a
text encoder, and a re-parameterizable vision-language path
aggregation network (RepVL-PAN) that takes visual and
textual input and classifies:

3.1.1 YOLO Backbone

The YOLO backbone is based on earlier version of YOLO,
at which it takes an input image and delivers bounding box
and image embeddings.

3.1.2 Text Encoder

The next part of the model is the text encoder, which is a
pretrained CLIP model [14] that delivers text-embeddings.
This takes the text from the prompt and transforms it into a
text embeddings that can be taken into

W = TextEncoder(T)
W has the dimensions (), V' where () is the number of
nouns and V' is the embedding dimension.
3.1.3 RepVL-PAN

The RepVL-PAN is a network that takes the visual and text
embeddings from the text encoder and YOLO backbone,
and augments them using two methods.

Text-guided CSPL layer Using text embeddings W, the
image features X; € RI*WXD are augmented using a

method called cross-stage features where augmantation oc-
curs via:

]
X; =X, - X,W/ 1
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where X] is the adjusted image features that are concate-
nated with the cross-stage features as output. The J indi-
cates the sigmoid function.

Image-Pooling Attention layer Then to augment text
embeddings, we use an image-pooling attention layer

W’ = W + MultiHead-Attention(W, X, X)  (2)

where W/ is the adjusted text embeddings that are up-
dated

Then, the object embedding and bounding boxes are ex-
tracted from the augmented image features and text embed-
dings using a text-constrastive head as mentioned in this pa-
per [2].

3.2. Segment Anything Model (SAM)

Next, SAM is used to obtain masks of the image patches
in the content images. It is a state-of-the-art image segmen-
tation model that leverages a combination of vision trans-
formers and self-supervised learning. SAM can perform
object segmentation without requiring a priori knowledge
about the objects in the image. SAM consists of several
parts:

3.2.1 Vision Transformer Backbone

The backbone network, a Vision Transformer (ViT) with
a masked autoencoder [4], processes the input image and
produces a feature map. The masked autoencoder is used
to accelerate training and improving accuracy overall for
image recognition tasks.

3.2.2 Encoder/Decoder

The prompt encoder takes in prompts of different input
types (masks, points, boxes, and text) which are mapped
differently. Text is embedded with CLIP, points and boxes
with positional encoding, and masks with element-wise
convolutions. The embeddings from the prompt encoder
and the vision transformer are then integrated using a trans-
former decoder block as originally described on [18]].

In conjunction, this segmentation will allow us to iso-
late the areas where the style transfer will be applied. SAM
is chosen for its robust performance in generating accurate
and detailed segmentation masks across diverse images.



3.3. Stable Diffusion

Once the image patches and their subsequent masks are
isolated, a pre-trained Stable Diffusion model will be em-
ployed to generate images that are stylistically similar to the
ground truth images for each artist that is from the dataset
below. We used a model from Stability Al's Stable Dif-
fusion XL model, which includes the most [12], which in-
cludes a base and refiner model primed to create the best
images. The core idea is to reverse a diffusion process
that gradually adds noise to an image until it becomes pure
noise.

3.4. Style Transfer

Once the masks are generated, neural style transfer
(NST) will be used to apply either the style of the ground
truth style image or the generated style image to masks cre-
ated by the earlier parts of the pipeline [3]]. NST is a tech-
nique used to apply the style of one image (the style im-
age) to another image (the content image) while preserving
the original content. We implemented NST by using a pre-
trained VGG-19 neural network for object recognition. We
then optimize the model over a number of epochs to im-
prove the performance of the style transfer. The loss func-
tion for NST has two parts: content loss and style loss.

On one hand, content loss measures how much the con-
tent of the generated image deviates from the content image.
It’s computed as the mean squared error between the feature
representations of the content image and the generated im-
age at a certain layer [:

Lomen(C,G,1) = 5 S (Fly — PL)?
i,

where Filj and Pilj are the feature representations of the
generated and content images at layer /.

The second component, style loss, measures how much
the style of the generated image deviates from the style im-
age. It is computed using the Gram matrix G, which cap-
tures the correlations between different filter responses at a
certain layer [:

1
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where Gﬁj and Aﬁj are the Gram matrices of the gener-
ated and style images at layer .
The total loss is a weighted sum of these losses:

Liotal = Lcontent + ﬁ[fstyle

where o and (3 are hyperparameters used to control the
importance of content and style when training the neural
network.

3.5. Evaluation Metric

To compare both ground truth and generated style im-
ages, we used the Learned Perceptual Image Patch Similar-
ity (LPIPS) metric [22]]. LPIPS is a perceptual metric used
to quantify the similarity between two images by leverag-
ing deep neural network features. Unlike traditional metrics
such as Mean Squared Error (MSE) or Peak Signal-to-Noise
Ratio (PSNR), LPIPS is designed to align more closely with
human perceptual judgments of image similarity. It does
this by comparing the activations of a pre-trained deep neu-
ral network.

The LPIPS metric can be described mathematically
through the following steps:

3.5.1 Feature Extraction

Given two images x and y, we first pass them through a pre-
trained deep neural network ¢. The network extracts feature
maps from multiple layers:

#'(z) and o¢l(y) for 1=1,...,L

where ¢! denotes the activation from the [-th layer of the
network.

3.5.2 Normalization

The feature maps are normalized before computing the dis-
tance. This normalization can be achieved by subtracting
the mean and dividing by the standard deviation of the acti-
vations:

¢! (x) — !

qASl(z) — l ¢l(y) 7‘qu

ol

and ¢'(y) =

where ;! and ¢! are the mean and standard deviation of
the activations at layer [, respectively.

3.5.3 Distance Calculation

The distance between the normalized feature maps of the
two images is computed. LPIPS uses a weighted Lo dis-
tance:

@) = Y wly (9,60 = )

where w! ; are learned weights that adjust the importance
of different channels and spatial locations in the feature
maps.



3.5.4 Perceptual Distance

The perceptual distance between the two images is obtained
by summing the distances across all layers and taking the
square root:

LPIPS(z,y) =

The weights w! ; are typically learned to further fine-tune
the metric based on human perceptual data, thus enhancing
its accuracy in assessing perceptual similarity.

3.6. Image Selection for Style Transfer Comparison

In order to benchmark generated style images against the
ground truth style images, we computed a pairwise LPIPS
metric between a generated style image and a ground truth
style image. From these scores, we picked the five best pairs
as a minimization function of the LPIPS metric, some of
which included repeated images from either of the style im-
age categories.

4. Dataset
4.1. Content Images

We will use the Egyptian Landmarks Dataset from Kag-
gle which is a subset of the Google Landmarks Dataset V2
[19} [13]], which contains images of notable Egyptian land-
marks. These images will serve as the base content for style
transfer.

4.2. Style Images

The ground truth style images is a dataset from Kaggle
that consists of artworks representing various styles, includ-
ing but not limited to surrealism, pop art, and impression-
ism [6]. This annotated dataset contains over 16,800 images
from 50 artists, where the annotations include nationality,
genre, and number of paintings among others. These art-
works will serve as the ground truth for style transfer. Each
of the images were rescaled to the content image dimen-
sions.

4.3. Generated Images

Stable Diffusion generates images that incorporate the
target styles into the content images, using prompts in-
cluding the artists’ name and style (for example, one such
prompt for the artist Vincent Van Gogh would be ”Vincent
Van Gogh style”). These are compared with the ground
truth style images using the LPIPS metric and are optimized
to pick the best pair of generated and grouth truth images.
Each of the images were rescaled to the content image di-
mensions.

4.4. Prompts

Text prompts that were used for object detection con-
sisted of single-word descriptions of the objects in the
image, usually guided by the annotations in the original
dataset. Text prompts for generated images also consisted
of the the name of artist with the word style next to it (ex:
”Camille Pissaro style”).

Figure 2: Example of differences in segmentation masks
when using different text prompt inputs to YOLO. Top row
shows the bounding box in purple with the input text “pyra-
mid” on the left and the subsequently generated mask with
style transfer on the right. The bottom row is the same but
with the input text being ’pyramid in the center”.

5. Experiments/Results/Discussion

Our experiments were run on a pipeline where object de-
tection, segmentation, image generation and style transfer
took place as shown in Figure|[T]

5.1. Segmentation

To segment the content image, we selected one class
pyramid to be detected by YOLO-World. Once the ob-
ject was detected, we used the bounding to box as input
for SAM to correctly identify the object of interest. This
model, SAM, then output a mask matrix of the same di-
mensions of the image (without considering the RGB chan-
nels), with the identified object region. Overall, the most
determining factor for accurate object segmentation was the
bounding box generated by the detection model. When the
bounding boxes are tight, SAM sometimes outputs segmen-
tation masks that don’t correspond to the object of interest.
For this, we found that general rather than detailed descrip-
tions worked better for this application. In this case, we
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Figure 3: Example of a pair of style images (ground truth and generated in the first two rows), where the content image is
transferred to each style (in this case the style of Camille Pissaro), the mask is then applied and then reapplied to the content
image. This particular pair is the pair with the best LPIPS metric, the lowest perceptual distance.
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Figure 4: Examples of the best pairs of images for style transfer of the generated and ground truth style images, generated
for each artist in each column (Pissarro, Van Gogh, and Diirer). The original content image is presented on the left side for

comparison.

compared the classes pyramid and pyramid in the
center as shown in Figure 2]

5.2. Style Generation

Once the object region was identified, we gener-
ated an image using Stable Diffusion and scaled it to
match the content image’s dimensions. To evaluate

the stable diffusion model, we generated 25 images us-
ing the prompt {artist name} style for 3 different
artists: Vincent van Gogh, Camille Pissarro
and Albrecht Diirer. We then ran the perceptual dis-
tance between each of the generated images against their re-
spective artist repertoire, ranking the pairs of images from
lowest to largest distance. Figure [3] shows the distribution
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Figure 5: LPIPS distance distribution boxplots for each
artist. The model achieves lower distances for less diverse
artists.

We selected these artists because of their style differ-
ences. Most of Pissarro’s work focuses on landscapes, Van
Gogh’s varies from objects, landscapes and people, and
Diirer’s are mostly black and white illustrations. As we
hypothesized, Diirer was the easiest to generate among the
three, mainly because of the limited color palette used on
his paintings. By contrast, both Van Gogh and Pissarro
showed a larger spread and overall larger distance from the
generated styles. In all cases, the distance achieved for the
75 percentile was less than 1, with the best values being just
over 0.6.

5.3. Style Transfer

As shown in Figures[d]and[3] we found that the generated
and ground truth masked images are qualitatively similar,
and can incorporate a range of different styles from differ-
ent artists. We have used the same o = 1 and 8 = 1000000
(learned parameters for total style transfer loss) for all three
images to maintain consistency of the new method, but we
realize this might not be optimal for each style type. For
instance, the Van Gogh style in Figure ] may exhibit high
content loss even though style loss is minimized. This is
something we would like to optimize for in future experi-
ments. These hyperparameters were chosen by doing man-
ual evaluations of stylized images as we wanted to maintain
the content with a significant alteration in the style of the
image.

5.4. Discussion

The utility of this method on the artists we have used
so far has been promising. We have been able to generate
an automated pipeline that can generate style transfer for
content images based on explicit object detection. While
this is ideal for applications that require explicit object de-

tection (such as interior design, architecture, privacy soft-
ware, and animation among others), an unsupervised mask-
ing method for object detection may be more useful and
computationally efficient and this method would be our next
natural step to investigate. Future investigations also would
likely include understanding how style transfer adapts to ob-
jects other than landmarks. Another point to investigate is
whether the identification of the object is altered after style
transfer as a result of the learned parameters for style trans-
fer loss (particularly content loss).

6. Conclusion/Future Work

In conclusion, we have generated a new method for state-
of-the-art in image style transfer through precise object de-
tection, segmentation, sophisticated generative modeling,
and rigorous quantitative evaluation in the form of ASTRO-
G. We have shown that this method works well compared
to ground truth style images and can be used in a number of
domains. Future work will look at how to generalize across
objects other than landmarks, and how to extend it to multi-
object detection and segmentation.
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