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Abstract

Ground-based observatories conduct large scale surveys
of distant galaxies to map the night sky, producing millions
of images of galaxies. Significant amounts of information
can be learned about galaxy evolution and structure just
from the photometric morphology of the galaxy. However,
images produced by ground-based observatories suffer from
blurring due to the turbulence of the atmosphere, which
can only be corrected by deconvolution of the image with
an atmospheric point-spread function (PSF). Using blurred
galaxy images generated by applying randomly sampled
PSFs to Hubble Space Telescope data, we experiment with
end-to-end convolutional neural networks and vision trans-
formers to reproduce the applied PSF’s parameters and 2D
shape. A mean-squared error and residual analysis shows
strong recovery of the PSF across the explored methods.

1. Introduction
Ground-based galactic surveys conducted by programs

like the Sloan Digital Sky Survey and Vera C. Rubin Obser-
vatory will have increasing capabilities to push observation
of galaxies out to large redshifts (z < 6), corresponding to
times when the universe was just several billions of years
old [11, 16]. This large volume will enable these obser-
vatories to collect images of millions of galaxies to better
understand their morphologies, the distribution of luminous
matter throughout the universe, and the evolution of the uni-
verse itself through the precise measurement of distances.

Studying the morphology of galaxies, such as their
shapes, surface brightness profiles, and unique structures,
can give insight into a large number of galactic astrophys-
ical phenomena. In particular, galaxies are often classified
into one of three categories, based upon the classic Hub-
ble tuning fork diagram: ellipticals, spirals, and irregulars.
These individual galaxies each have their own proposed for-
mation histories and characteristics. In particular, spiral
galaxies contain significant gas material with bright young
stars, elliptical galaxies are smooth, featureless ellipsoids
containing old stars that are likely to have formed from

collisions of spiral galaxies, and irregular galaxies may be
somewhere in between the other two types on the galaxy
evolutionary stage [3]. The overall surface brightness pro-
file of a galaxy is also crucial for constraining the mass dis-
tribution and dynamics of these galaxies through its depro-
jection to a luminosity density and hence mass density [2].
Finally, sub-galactic features such as spiral arms can indi-
cate places of ongoing star formation, extended jets can re-
veal the presence of an active central supermassive black
hole, and tidal tails are markers of past galactic mergers.

Unfortunately with ground-based observatories, these
important morphological features can become hard to
distinguish and surface brightness profiles can become
strongly distorted due to the effects of atmospheric turbu-
lence. In Figure 1, we show the effect of convolving a
Hubble Space Telescope image with a PSF, revealing the
significant loss of morphological features. Atmospheric
turbulence is typically modeled by a point-spread function
(PSF), which redistributes the light of the astronomical im-
age, modeled by the convolution of the raw image I(x, y)
with a kernel K(x, y):

I ′(x, y) = I(x, y) ∗K(x, y), (1)

where I ′(x, y) is the degraded image. The kernel acts in a
flux-preserving matter, ensuring that the total photon count
of the original source is unchanged as long as the spreading
effect is smaller than the instrument detector’s field of view.
This means that ∫

K(x, y) dxdy = 1. (2)

It is therefore important to be able to reconstruct the PSF
accurately in order to deconvolve the degraded image and
obtain science-ready data for analysis.

The PSF can usually be modeled using point sources in
the astronomical image. Stars, for example, are intrinsically
point source Dirac delta functions δ(x, y), that have the for-
tunate property where δ(x, y)∗K(x, y) = K(x, y), so stars
in the degraded image itself can be used to approximate the
PSF directly. However, this approach is typically hindered
by the absence of unsaturated resolved stars that are well
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Figure 1. An unblurred multi-channel image of two galaxies (left) being convolved with a PSF (middle) yielding a blurred image (right).
We see that important morphological features such as individual spiral arms are mostly lost.

distributed around the extended source. Required exposure
times to image distant galaxies during surveys may gener-
ally be too long to keep nearby stars unsaturated and free
from artifacts but too short to get high signal for distant
stars [19], which are possibly blended into the light of other
galaxies, crowded with other stars, or not even resolvable.

Another approach is to use blind deconvolution, using
prior constraints to derive a maximum a posteriori method
(MAP) to simultaneously estimate the PSF K and the raw
image I . However, this parameter space is often still too
large to achieve a suitable solution. Finally, direct modeling
based upon the degraded image and atmospheric processes
often require tedious parameter tuning [14]. We therefore
propose to use deep neural networks to accurately infer the
PSF directly from a blurred galaxy image.

2. Related Work
Existing approaches to estimate the PSFs of astronomi-

cal images focus on a much simpler class of objects. One
of the earliest deep-learning approaches to address the is-
sues of forward modeling PSFs was conducted by [9]. The
authors use a basic convolutional neural network to predict
the parameters of a predefined PSF using images of sim-
ulated stars. The PSF profiles are based upon the Moffat
function [15], introducing additional anisotropies to the ra-
dially symmetric profile by shifting the centroid position
and adding ellipticity, flexion, and kurtosis. Since the PSFs
themselves represent the blurred point-source stars, the au-
thors simulate stars by randomly sampling from the param-
eters of the PSF profile. Qualitatively, their neural network
achieved strong recovery of the PSF parameters from their
images.

Using relatively high signal-to-noise images containing
only one extended object, [14] aim to estimate adaptive op-
tics (AO) PSFs from ground-based telescopes. These PSFs
arise from AO systems used to correct image degradation
caused by atmospheric turbulence. The authors generate
training data by randomly sampling PSF parameters from a
predefined AO PSF model and convolving resolved images

of satellites and planets with the simulated PSFs. The PSF
model used is radially symmetric without anisotropy. The
authors argue this restricted model can significantly hamper
their model’s generalization to real PSF-convolved images.
PSF parameters are estimated from the blurred images using
a deep ResNet34-like CNN architecture, modified to output
a 2D PSF model and optimized over the root mean square
error (RMSE) between the truth and generated PSF. The au-
thors find that this model performs well on the simulated
blurred images.

PSF parameters can also be inferred by the instrumental
configuration of telescopes. The authors of [10] developed
a new method to estimate the PSF for wide field small aper-
ture telescopes (WFSATs) using a deep convolutional neu-
ral network called Tel-Net, using as input information about
the optical configuration of a telescope and translating this
optical configuration into a PSF. The Tel-Net architecture
consists of a series of convolutional layers to encode the
PSF information followed by “fixup” layers which are deep
neural network blocks that can serve as an important form
of regularization and speed up convergence during training.

Applying deep learning to the task of inferring PSFs
from blurred galaxy images is a novel and challenging task
compared to prior works. Unlike [9], we aim to estimate
PSF parameters from a galaxy image convolved with a gen-
erated PSF. This is more challenging because stars are es-
sentially PSFs themselves, as a PSF convolved with a star
is the PSF itself. In our work, we do not input the generated
PSF directly, making it more difficult to predict the PSF pa-
rameters from the blurred galaxy image. We are predicting
the PSF with an additional layer of abstraction, requiring
our model to learn more complex patterns, as illustrated in
Figure 1.

In addition to the difference in the input paradigm, the
distant galaxies we use have fewer resolved features in com-
parison to [14], making it more challenging to infer the
effects of a PSF. The decrease in resolved features means
that our models may struggle to capture the complexity of
the data distribution. This aspect of our project adds to the
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difficulty of accurately modeling and estimating PSFs from
blurred galaxy images at larger distances. Similarly, the na-
ture of the input data introduces more confounding factors,
as original images may contain multiple galaxies. Our mod-
els must learn to find consistent blurring features across all
the galaxies in the image and not be influenced by their dif-
ferent morphologies, further complicating the learning pro-
cess.

Finally, unlike [10], we aim to remain agnostic to the
configuration of the original instrument by implementing a
full end-to-end model that can infer the PSF just from the
blurred galaxy image.

3. Dataset Generation
No datasets of blurred galaxy images with their PSFs

exist, so we generate our dataset using above-atmosphere
galaxy images and convolving them with a randomly sam-
pled PSF. We utilize the Galaxy Zoo Hubble Space Tele-
scope (HST) dataset [23], which contains human-made
classifications of 113,705 galaxies out to redshift z ∼ 4
from the AEGIS, COSMOS, GEMS, and GOODS surveys.
These galaxies were hand-classified by human participants
of the Galaxy Zoo project [13], indicating whether the
galaxy images they looked at have specific features such
as spiral arms, bars, bulges, and more. Among this dataset
of galaxies, we select those that have a spiral structure indi-
cating a spiral galaxy, subject to the threshold that at least
75% of respondents could identify the structure. Among
the spiral galaxies, we also select those at redshift z < 1.5,
corresponding to the earliest time of when the universe
was just around 4 billion years old. This threshold is cho-
sen so that the galaxies are distant but still close enough
to have resolvable structures. We stick with spiral galax-
ies because their sub-galactic spiral structure is more read-
ily observed and easily lost under atmospheric blurring,
whereas elliptical galaxies are largely smooth, featureless
ellipsoids. We select 5000 galaxy images with each image
G(i) ∈ Z424×424×3.

For the PSF model, we use the Moffat function, which
is good for modeling atmospheric blurring [15]. The most
general Moffat function is given by:

K(r) = C

(
1 +

( r

α

)2
)−β

, (3)

where r =
√
x2 + y2 is the radial point over which we

are evaluating the function, α controls the size of the blur-
ring, β controls the steepness of the PSF profile, and C is
a normalization constant so that the kernel integrates to 1.
In order to make the PSF more realistic, we add anisotropy
to the blurring; that is, we make the blurring axisymmetric
rather than circularly symmetric. Concretely, we generate a
64 × 64 grid of coordinates (x, y) to evaluate the function

over. We then rotate the coordinate system about an angle
θ, to generate coordinates (x′, y′):[

x′

y′

]
=

[
cos θ sin θ
− sin θ cos θ

] [
x
y

]
, (4)

We also introduce an ellipticity term ϵ, which dictates how
much the PSF function be narrowed in the rotated y′ direc-
tion. We re-evaluate the Moffat function over the rotated
and scaled radial coordinate:

r′ =

√
x′2 +

y′2

(1− ϵ)2
. (5)

This gives us a PSF function that is narrowed along the y′

direction, allowing for extra anisotropy within the parame-
terization.

To generate the training dataset, we downsample each
image to a size 192 × 192, normalize by the max RGB
value 255, and zero-pad by half the kernel size in each
dimension so that the new image is G′ ∈ R256×256×3.
We randomly sample 5 Moffat parameters for each im-
age such that α ∼ Uniform(2, 15), β ∼ Uniform(2, 5),
ϵ ∼ Uniform(0, 0.8), and θ ∼ Uniform(0, π). α and β are
chosen so that the PSF falls to zero and hence fits within
the given 64 × 64 space. We note that we do not extend
up to ϵ = 1 to avoid potential numerical errors in the PSF
generation and to have sufficient width in both the principal
directions of the PSF. The remaining axisymmetry (defined
by the semi-major axis of the elliptical shape) of the PSF en-
ables us to keep θ ∈ [0, π] rather than the full angular range.
We generate the 64× 64 anisotropic Moffat profile for each
parameter sample K(x, y) and convolve with each channel
c of the padded image using a fast Fourier transform:

G(i)′′
c (x, y) = K(x, y) ∗G(i)′

c (x, y), (6)

where G(i)′′ ∈ R256×256×3. This leaves us with a dataset
X of the blurred images, where |X| = 25000, and the Mof-
fat parameters y consisting of {α, β, ϵ, θ} that are used for
each image. We perform a 80-10-10 split on the dataset to
generate a training, validation, and test set, yielding 20,000
images for training. In order to improve the generalization
of our models, we ensure that unblurred-galaxy images used
to generate the training data are not found in the test or val-
idation sets. This is so that our models can learn salient
features that are relevant to the blurring of the galaxy rather
than the galaxies themselves.

4. Methods
We experiment with two different classes of models:

those that infer the parameters of the Moffat profile PSF
and those that infer the 64 × 64 PSF image directly, given
the blurred galaxy image as input. All models apart from
those that are finetuned are implemented and trained from
scratch using TensorFlow/Keras [1].
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Figure 2. Baseline Model Architecture

4.1. Parameter Inference Models

4.1.1 Baseline

The baseline model consists of a shallow convolutional
neural network with four convolutional layers having filter
counts of {32, 32, 64, 64} and sizes 3 × 3. We keep the
filter sizes small in comparison to the overall image so as
to capture local features, where the effects of the blurring is
best observed visually. To maintain spatial extent of the fea-
tures, we perform “same” zero-padding with a stride of 1 at
each layer and only downsample using maximum pooling
after each pair of convolutions. Since we are regressing the
PSF parameters, we flatten the output dimension and pass
through additional linear layers. The model architecture is
summarized in Figure 2.

4.1.2 Vision Transformer

Vision Transformer (ViT) has been shown to outperform
deep convolutional neural networks on image classification
tasks [6], so we consider using it to extract better features
within the blurred galaxy images in order to predict PSF
parameters. Traditionally, the ViT model takes a square
input image G(i) ∈ Rn×n×3 and splits it up into m non-
overlapping patches of size m× 3p2, where p2 is the num-
ber of pixels in the patch and m = n2/p2, generating a
sequence of patches: {G(i)

p }mp=1. However, in order to
enhance the feature extraction of the vision transformer,
we generate the input sequence using a convolutional layer
rather than the input image itself. This is achieved by using
h filters that have size p×p with stride that is the size of the
filter, which yields a feature input sequence F (i) ∈ Rm×h

after combining the spatial dimensions. This allows the
transformer layer to use features generated by learned pa-
rameters for the input sequence, which will be specifically
optimized for PSF estimation. Using images directly, on
the other hand, may bias the transformer to attend less to
blurring-specific features and thus make the transformer
model more difficult to train. For our dataset, we proceed
with p = 16, giving us sequences of length m = 256 for
each blurred galaxy image given the input image shape.

ViT uses multi-headed attention to generate an encoded

output sequence of features, but the attention operations
make no regards to the relative positions of the patches
within the original feature map. Encoding the relative posi-
tion of the patches is crucial because the effect of the blur-
ring is larger than the patch size as a result of the convolu-
tion operation. We therefore add positional embeddings to
the initial feature sequence F (i). In particular, we generate
positional embedding indices j over the length of the fea-
ture sequence m and we map each index to an embedding
vector Ej ∈ Rh using a learnable weight, whose dimension
matches the number of filters used in the initial convolu-
tion. We then add these embeddings to the feature sequence
to obtain the input sequence for the subsequent transformer
layers:

F
′(i)
j = F

(i)
j + Ej . (7)

We perform multi-headed attention using 4 transformer
heads and 8 layers. Each layer follows the standard encoder
architecture first defined in [22]. The multilayer perceptron
component consists of two linear layers with GeLU activa-
tion, commonly used in transformer encoders [5, 8]. We
also incorporate dropout with probability p = 0.1 for reg-
ularization. We flatten the output sequence of the final en-
coder layer and project down to the desired output size of
four for parameter estimation. We expect that the output
sequence yields improved features compared to the base-
line CNN over the original image for parameter estimation.
The model architecture is summarized in Figure 3, showing
the process of image patching, the incorporation of posi-
tional embeddings, and the transformer encoder. The trans-
former layer code is based upon and further modified from
the Keras tutorial code [17].

4.1.3 Finetuning InceptionV3 and EfficientNet

Since the introduction of the VGG and ResNet models
[18, 7], significant improvements have been made in train-
ing deep convolutional neural networks for image clas-
sification while reducing the number of required floating
point operations and parameters. We seek to adapt such
large models for PSF parameter regression, using the fea-
tures that these networks are able to extract. Given our
input image sizes are quite large, it is imperative that we
choose a robust model that also has few parameters to en-
able for quicker training and meet the system’s constraints.
We therefore proceed with InceptionV3 and EfficientNetB0
[20, 21]. InceptionV3 contains ∼ 24 million parameters
while EfficientNetB0 contains just ∼ 5.3 million parame-
ters, which are less than the standard VGG and ResNet50
models. However, they still outperform on ImageNet [4]
classification as a result of the larger depth. The Incep-
tion model consists of branches that simultaneously per-
form convolutions whose outputs are then concatenated; it
also factorizes larger convolutions into smaller symmetric
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Figure 3. ViT Model Architecture, showing the procedure to turn an input image into patches using a convolutional layer, adding positional
embeddings, and extracting features using multi-headed attention (MHA) transformer layers.

and asymmetric convolutions in order to reduce the param-
eter count. On the other hand, the EfficientNet model scales
network depth, width, and resolution uniformly to achieve
superior performance.

For further preprocessing with InceptionV3, we must
rescale images pixels from [0, 1] to [−1, 1]. EfficientNetB0,
however, has normalization as a part of its architecture in
TensorFlow, so we only rescale the blurred galaxy images
back to a range [0, 255], as required for the normalization
layers. We test the following different configurations of the
models:

1. Despite the models being pretrained over the ImageNet
dataset, whose images are completely different from
galaxies, we begin by freezing all the training layers
and removing the classification head. This is so that
we can initially determine how suitable the pretrained
feature extraction is for galaxy images. We append two
additional linear layers to project down to the PSF pa-
rameter dimension from the extracted features of each
model.

2. We finetune all of the original layers of the pretrained
models (without the classification head), with the same
additional linear layers as configuration 1.

3. We finally train the models from scratch without
the pretrained weights, with the expectation that the
deeper models can better adapt to our specific dataset
and correspondingly learn the necessary salient fea-
tures to infer the PSF parameters. We incorporate the
same additional linear layers as configuration 1.

4.2. Direct PSF Inference Model

4.2.1 Conv-TConv Model

Our final approach is to tackle the more challenging task of
recovering the entire 2D PSF as opposed to the Moffat pa-
rameters, similar to what was done in [14]. We achieve this

Figure 4. Model architecture for predicting entire 2D PSF. We note
that the “Norm Layer” corresponds to the renormalization of the
PSF pixels.

by using successive convolution layers to downsample to a
spatial size of 8 × 8. We use five convolution blocks, with
batch normalization, maximum pooling, and filter counts of
{64, 64, 128, 128, 128}. Each convolution layer uses a 3×3
filter with stride of 1 and padding such that the output size
remains the same. Downsampling is only done during the
pooling layers.

Because the features of the galaxies themselves may not
directly give information about the full 2D PSF structure,
we flatten the spatial features and pass them through addi-
tional linear layers. We then upsample using three trans-
posed convolutions (hence “TConv”) to get back up to a
single-channel 64 × 64 PSF. The transposed convolutions
use filters counts of {256, 128, 1} with a stride of 2. We use
“same” padding so that with the stated stride size, the result-
ing spatial dimensions can been doubled after each layer.
We incorporate a final custom normalization layer to ensure
that the PSF integrates to one. The resulting model archi-
tecture is shown in Figure 4.

4.3. Loss

As the task of PSF prediction is effectively one of regres-
sion, we optimize all models using the mean squared error
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(MSE) loss:

L = − 1

MN

N∑
i=1

M∑
j=1

(yij − ŷij)
2, (8)

where N is the number of examples and M is either the
number of PSF parameters (4) or the number of pixels in
2D PSF (642). For the models where we infer the PSF pa-
rameters, yij is the true i-th PSF’s j-th parameter. For the
Conv-TConv model, yij represents the i-th 2D PSF’s j-th
pixel value. ŷij is then the corresponding predicted param-
eter or pixel value.

5. Experiments and Results
5.1. Evaluation Methods

To examine the quality of the generated PSFs quantita-
tively, we analyze the mean squared error of different quan-
tities of interest:

1. All PSF Parameters. This lets us compare which
among the models that infer the PSF parameters di-
rectly perform better as a whole, testing recovery for
α, β, ϵ, and θ. Among the parameter inference mod-
els, this is the primary point for direct comparison, as
this is what we are directly optimizing over in Equa-
tion (8).

2. Individual Parameters. Again, among the models
that infer the PSF parameter directly, this lets us iden-
tify which parameter experienced the best recovery.
This also given indication as to which specific features
the models may have focused on more or less.

3. 2D PSFs. This allows us to do a direct comparison
between the resulting PSF structures that would nom-
inally be used for image deconvolution. Differences
in the parameters may become less or more obvious
in the corresponding 2D PSF image. This also lets
us compare all of the parameter inference models with
Conv-TConv as we can use the inferred parameters to
generate a 2D PSF.

For qualitative analysis, we visually compare the in-
ferred 2D PSFs from the models to the truth. We also ex-
amine their residuals to identify PSF orientation or shape
misalignments.

5.2. Training and Quantitative Results

All models were trained using 20,000 blurred galaxy
images with a hold out validation set of 2,500 images, as
described in Section 3, for evaluation and hyperparame-
ter tuning. For all the models apart from the pretrained
models, we find that a learning rate of 10−3 yields rea-
sonable training and validation loss convergence. Due to

Figure 5. Validation loss histories for the parameter inference mod-
els (top) and the 2D PSF inference model (bottom).

the larger depth of the pretrained Inception and Efficient-
Net models, we use a smaller learning rate of 10−4 as a
starting point (discussed in the following paragraph). We
use ADAM optimization [12] with the default Keras pa-
rameters of (β1, β2) = (0.9, 0.999) and ϵ = 10−7. For
all the parameter estimation models, we use a batch size of
32, which should be large enough for batch normalization
layers to achieve reasonable sample statistics for the over-
all dataset. For the Conv-TConv model, we choose a batch
size of 16 as a result of having to use the 64× 64 2D PSFs
during training, which take up ∼ 103 times the memory per
training example. For each model/configuration, we train
for 25 epochs over the entire training set, and we save the
model with the best validation MSE. The evolution of the
validation MSE for select models is shown in Figure 5.

We note that we were unable to achieve comparable re-
sults to other parameter inference models for all configura-
tions of the EfficientNetB0 model (frozen base layers, fine-
tuning all layers, and training from scratch). We found im-
mediate overfitting after the first few epochs, as the valida-
tion MSE largely fluctuated around 1.0 or diverged while
the training MSE monotonically decreased. We experi-
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All α β ϵ θ 2D PSF
Baseline 0.186 0.319 0.060 0.007 0.356 1.041× 10−6

ViT 0.182 0.359 0.056 0.018 0.295 1.857× 10−6

Finetune 0.110 0.165 0.072 0.003 0.200 3.623× 10−7

Conv-TConv - - - - - 9.967× 10−8

Table 1. We report the test dataset MSE results for all the parameters (column 1), each individual parameter (column 2-5), and the recon-
structed 2D PSF. We note that for Conv-TConv we do not report the parameter-wise MSE values as parameters were not inferred by the
model.

mented with adding L2 regularization and a decaying learn-
ing rate; namely, starting from 10−4, we reduce the learning
rate by 10% after each epoch to increase stability during
training. We found that these modifications did not yield
significant improvements. We find a best validation MSE
of ∼ 0.8 by finetuning all the layers, ∼ 8 times worse than
that of the other approaches. For InceptionV3, the only con-
figuration that yielded comparable validation losses to ViT
and Baseline was finetuning all layers with a fixed learning
rate of 10−4 without needing any regularization, which is
what we show in Figure 5 and later use for analysis on the
test set. The other model configurations of InceptionV3 ex-
hibit similar behavior to that of EfficientNetB0. Neverthe-
less, we find significant fluctuation in the validation MSE
over the 25 epochs.

For the Baseline and ViT models, we see a less noisy
convergence to low validation MSE values at ∼ 0.18 that
are very close to each other by around epoch 15. These
models, however, do not achieve a better validation MSE
over the finetuned InceptionV3 model (which we call “Fine-
tune” from now on), which found a minimum validation
MSE of ∼ 0.11 before the last epoch. All of the parameter-
inference models started overfitting by around epoch 15,
where the validation losses plateaued while the training loss
continued to decrease. For the Conv-TConv model, we see
relatively quick convergence by around 10-15 epochs, with
clear signs of overfitting as the validation loss starts to in-
crease globally by epoch 25 with significant fluctuations.
However, we reach the minimum validation MSE at epoch
21 with a value ∼ 10−7, a whole order of magnitude better
than the starting epoch.

Using the model weights that achieved the best valida-
tion accuracy over the 25 epochs, we evaluate on the test
set of 2,500 blurred galaxy images. The MSE of the quan-
tities listed in Section 5.1 are shown in Table 1. We see
that the Finetune model performs the best for PSF parame-
ter inference, as indicated by its overall parameter MSE of
0.110, which is ∼ 40% better than the baseline and ViT. We
also observe that all the parameter inference models seem
to struggle the most with inferring the size of the blurring
α and the orientation of the blurring θ given their compar-
atively larger MSE values. This is somewhat unexpected
for α as its size directly impacts image quality. For θ, how-
ever, if the PSF is sufficiently circular with ϵ ∼ 0, then θ

will be degenerate and hence difficult to infer. Since we
are directly inferring from the blurred images rather than
the PSF, information about α and θ may still be difficult
to discern. Unsurprisingly, we see that the Conv-TConv
model, which directly infers the 2D PSF, yields the best per-
formance when reconstructing the full PSF. In particular, it
yields a test MSE that is over an order of magnitude lower
than the Baseline and ViT models and ∼ 3 times lower than
the Finetune model. This result suggests that even slight dif-
ferences in the Moffat parameters among the predicted and
truth can yield quite different 2D PSFs, thus explaining the
higher MSE values for the parameter-estimation models.

Finally, we note that the training and test results among
the pretrained models strongly indicate that they have sig-
nificant potential to perform well on galaxy PSF estimation,
but training them is difficult. It appears that small changes
to the parameters (as indicated by small decreases in train-
ing loss over epochs) can quickly degrade generalization.
Perhaps, far more data than currently used is required to
achieve more reliable training with pretrained models.

5.3. Qualitative Examination of PSFs

Although the parameter estimation models yield clean
symmetric PSFs, as indicated by the test MSE on the recon-
structed 2D PSFs, there may still be significant disagree-
ments with the truth. These disagreements are on average
more than that of the Conv-TConv model, which is not even
guaranteed to return an axisymmetric PSF. In Figure 6, we
show the resulting 2D PSF output of the four models on
an unseen blurred galaxy image whose PSF has noticeable
anisotropy. Alongside the inferred PSFs are the residuals,
plotted with the same scaling across all the models.

In this example, all the models do well visually to repro-
duce the overall shape and orientation of the true PSF. How-
ever, we observe that the major axis of the predicted PSF of
the Baseline model is several degrees off from the truth, ex-
emplifying the comparatively larger MSE values we saw in
the test set for θ. Combined with the somewhat smaller el-
lipticity than the truth, this misalignment results in distinct
dark/bright spots in the residual map corresponding to re-
gions where the predicted PSF was brighter/darker than the
truth, respectively. In particular, the larger minor axis of
the predicted PSF yields an overestimation to the upper-left
and lower-right compared to the truth, resulting in a dearth
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Figure 6. PSF predictions for a sample galaxy image. Above the dividing line, we show the unblurred galaxy and the effect of convolving
it with the true PSF. Below, we show the resulting predictions made by select models and the corresponding residuals (truth - predicted).
The scaling for the residuals are all on the same scale from a minimum of −0.01 to a maximum 0.01 in difference from the true PSF.

of signal at the center and in the major axis direction.
In this example, the ViT and Finetune models perform

the best, as exemplified by their much dimmer residuals.
This is because the ellipticities and the alignment agree
more with the true PSF. We emphasize that this is not al-
ways the case across other examples, where both ViT and
the Finetuned model can still suffer from several degrees
of misalignment like the Baseline, as exemplified by their
high θ MSE as well. Despite the Conv-TConv model hav-
ing no constraints beyond normalization, we observe that it
does well to recover the true PSF and visually maintain ax-
isymmetry. However, the ellipticity of the predicted PSF is
slightly smaller, thus yielding brighter spots in the minor-
axis direction, opposite to what was seen in the Baseline.
Furthermore, the outskirts of the PSF are filled with noisy
pixels, which may generally not be desired in image de-
convolution due to its sensitivity to noise. Further visual
inspections of other unseen examples yield similar results.

6. Conclusion

We experimented with several models to estimate the
PSF from blurred galaxy images whose PSFs are described
by an anisotropic Moffat function, achieving strong PSF
recovery both quantitatively and qualitatively. For PSF

parameter estimation, we implemented a baseline shallow
convolutional neural network and a vision transformer net-
work. We also finetuned all layers of the InceptionV3 pre-
trained model. Despite exhibiting non-monotonic training
improvements, we were able to achieve the best parameter
estimation overall with the finetuned model, yielding a test
MSE across all parameters of 0.110, ∼ 40% lower than the
other two. For 2D PSF estimation, we implemented a neu-
ral network with transposed convolutions to reconstruct the
entire PSF. We find that the direct PSF estimation model
yields the best PSF recovery when comparing the PSFs di-
rectly, but it may not generally be desirable for PSF decon-
volution, given the tendency to produce noisy pixels.

Future work will investigate the nature of the noisy per-
formance of finetuning pretrained models on PSF estima-
tion, additionally exploring the effects of model depth and
complexity, dataset size, and image resolution. Additional
approaches that are worth exploring include using varia-
tional autoencoders for PSF parameter regression similar to
what was done in [24] and investigating different upsam-
pling techniques to mitigate noise in full PSF recovery. Fi-
nally, we might consider testing the ability of these models
to perform on much more complicated PSF models such as
those with an airy disk component, which contains concen-
tric rings around a bright central region.
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7. Contributions
Tirth worked on the dataset generation and implemented

the baseline and finetuned models. Riley worked on the
ViT model while Ishaan worked on the on the Conv-TConv
model. All group members contributed to the analysis for
their respective models.
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