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1. Abstract

Understanding the extent and severity of burned areas
following wildfires is an important goal and focus of on-
going research for scientists interested in the impact of cli-
mate change. In our project, we experiment with six im-
age segmentation models to work towards this task, using
remote sensing images from the lower resolution Landsat
satellites as input and outputting segmentation masks that
indicate what parts of the images are burned and not burned.
Our models are built on the Deeplabv3 segmentation model
from the Pytorch model library and an open-source U-Net
model; we use pretrained versions of these models as base-
lines, and further experiment with adding infrared bands
as input and with MAE loss functions that aim to reduce
the impact of noise and low-resolution. We find that all
methods achieve high accuracies, but the 5-band model
that includes NIR (near-infrared) and SWIR (short-wave in-
frared) bands in addition to RGB performs the best for both
Deeplabv3 and U-Net architectures. Our models work well
for California wildfires in our dataset, but we hope to further
generalize them to out-of-distribution fires in other parts of
the world where fires aren’t as well-documented. These ad-
vances would greatly help emergency preparedness, wild-
fire recovery, and climate science in these areas.

2. Introduction

In recent years, climate change has been significantly
pronounced in the Western United States through the spread
of wildfires, which have increased fivefold in California
since 1971 [1]. Understanding the extent of burned area
in wildfires is essential for modeling the impact that fires
have on human health and vegetation growth, as well as
impacts on greenhouse gas emissions and the carbon bud-
get. Researchers have traditionally calculated burned area
using bands from satellite products such as MODIS [2] or
Landsat, but these calculations can often be noisy or low-
resolution and haven’t been generalized to areas outside of
the United States and Canada.

For our project, we use deep learning and computer vi-

sion methods to automate the process of detecting burn
scars in satellite images. Concretely, we feed into our mod-
els images taken from the Landsat satellites and output a
mask that outlines burned areas in the image. The mask
is a 0-1 array indicating where image pixels are part of
the burned area. For data, we used images from Califor-
nia wildfires on a variety of topographies in the state. We
trained a total of six models, each reflecting a technique
across two standard architectures, the Deeplabv3 [2] and
the U-Net [6]. For our baseline methods, we fine-tuned both
Deeplabv3 and U-Net model for image segmentation with
pre-trained resnet backbones. We then trained from scratch
5-Banded Deeplabv3 and Unet, architectures that take in
RGB and the NIR and SWIR channels as input from data.
We also trained an RGB-based Deeplabv3 and Unet model
with Mean Absolute Error for the loss function [5].

Another goal of our project is to learn to generalize our
models to out of distribution areas outside of California,
where our dataset is from. While California has a rela-
tively robust system for detecting and analyzing wildfire
burn scars, other parts of the world, such as the Amazons,
have regular wildfires that aren’t as well-documented. With
our segmentation models, we’re able to provide a lot more
information about wildfires in these areas.

3. Related Work

3.1. SVM Classification

[4] compared a rules-based approach with a supervised
classification model using Sentinel-2 and Landsat 8 optical
data. For the rules-based approach, the authors calculated
the NIR ratio and RBR spectral indices using the NIR (near
infrared) and SWIR (short-wave infrared) bands on the
satellite images, and identified thresholds for these values
that would determine whether segments of the image were
part of the burned area. This represents a fairly traditional
method of using spectral indices to approximate features of
burn scars. The supervised classification model trained a
SVM classification algorithm to recognize segments of the
images as ”burned” and ”unburned” and merged features
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of the same classified value to create a final mask. When
comparing the output masks with wildfire maps from the
Emergency Management Service, the supervised learning
algorithm did slightly better, with an average overlap per-
centage of 89.65, while the rules-based method had an aver-
age overlap percentage of 86.15. This paper demonstrated
the effectiveness of using deep learning methods over tra-
ditional rules-based methods, and the SVM classification
model is one of the potential baseline models we can use.
This model also used Landsat images for training, which
we’ll also be using in our project.

3.2. Deep U-Nets

[3] explored deep learning architectures to specifically
address the task of segmenting satellite images of burned
areas over various topographies and during various seasons.
Cultivating a custom dataset on high resolution Sentinel 2
satellite images of burned areas, they trained a random for-
est (RF) and U-Net CNN to segment burned and non-burned
areas of their images. Both methods achieved scores of over
0.85 on accuracy, precision, recall, and F1 metrics. The
U-Net CNN outperformed the RF in all metrics, achieving
scores of at least 0.95, making it a very attractive baseline
model to compare to. Notably, the U-Net was not pretrained
on any data. Motivated by the results of this paper, we
experimented with the model architecture, with both pre-
trained and non-pretrained versions.

[8] also compares several deep learning approaches ap-
plied to their new dataset BurnedAreaUAV, which includes
remote sensing images taken from aerial videos. This pa-
per contrasted a few U-Net models, including a U-Net RED
model that only takes as input the red channels of the im-
ages, and U-Net 3D that performs 3D convolutions. They
found that their base U-Net model with 2D convolutions
performed the best on their new dataset with an intersection
over union (IoU) of 95 percent on the test set.

4. Datasets
Our dataset comprises of wildfire images from Califor-

nia obtained from Landsat Collection 2. The labels are de-
rived from the Monitoring Trends in Burn Severity (MTBS)
project, which assesses burn severity and areas affected by
wildfires across the United States. The dataset is organized
into pre-fire and post-fire imagery, capturing scenes before
and after each fire event. Consequently, fire scars are visible
in all post-fire images. Landsat imagery also has an average
revisit interval of 8 to 16 days, resulting in multiple images
for many of the fire events. The dataset includes both vis-
ible and infrared bands for a total of 6 channels (with one
channel being a quality assurance mask to mask out any
clouds and other debris that may obscure parts of the im-
age), which can be used to calculate various vegetation and
burn spectral indices.

Figure 1. Shown here are some example images and ground truth
segmentation masks from our dataset. The black regions represent
burned areas and white regions represent non-burned.

Our initial dataset size comprises of approximately
1700 images, which represents a smaller subset of the
MTBS dataset. This reduced size was chosen intentionally
to streamline computational resources and reduce storage
while still maintaining the integrity of the dataset for our
analysis. Furthermore, these images represent the median
of multiple pictures taken of the same area over time, to re-
duce the probability of thick clouds and other clutter from
obstructing the burned areas. For dataset pre-processing,
we first use the QA channel to clean up pixels that aren’t
informative for fire burn segmentation (i.e. snow or clouds
that are pictured). Next, we generate binary pixel masks
of the burn area (0 for non-burned, 1 for burned) from the
MTBS labels. For our RGB 3-channel models, We employ
data augmentation to increase the robustness and diversity
of our dataset, thereby enhancing the model’s ability to gen-
eralize across various scenarios and improve overall perfor-
mance. In particular, we employ random cropping, random
horizontal flip (p = 0.5), random vertical flip (p = 0.5), ran-
dom affine transformations (rotation, translation, scale and
shear with p = 0.3), and color jitter. Lastly, we split our
dataset into train/val/test splits using 80/10/10 proportions.

5. Methods

We implement two baseline segmentation models on our
processed dataset, Deeplabv3 and U-Net. For each of these
two models, we keep the parameters constant and change
only the model architecture. On top of these two models,
we also experiment with two different changes: creating a
5-band segmentation model to include not only the RGB
bands but also the NIR and SWIR bands, and using a loss
function that is more robust to noise (MAE loss).
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5.1. Baseline #1: Deeplabv3 Segmentation

Deeplabv3 is a semantic segmentation model that incor-
porates specialized modules that utilize dilated convolution
either sequentially or concurrently, allowing for the capture
of multi-scale contextual information.

Figure 2. Dilated convolution and architecture of Deeplabv3
model

We chose to use Deeplabv3 with a Resnet-50 backbone
pretrained on ImageNet as our first baseline because it is
one of two easily accessible segmentation models from the
Pytorch model library. In studies comparing Deeplabv3
with other segmentation models like Fully Convolutional
Networks (FCN), also from the model library, Deeplabv3
tended to do better [1]. We confirmed these studies as
well when experimenting with Fully Convolutional Net-
works as our baseline, finding that the Deeplabv3 model
performs better. Other studies in our reviewed literature
have also used Deeplabv3 models for segmentation of Sen-
tinel 2 satellite imagery [2].

For our baseline implementation, we used cross entropy
loss as our loss function, as defined below

−
M∑
c=1

yo,c log(po,c) (1)

where M is the number of classes, y is the binary indi-
cator (0 or 1) if class label c is the correct classification for
observation o, and p is the predicted probability observa-
tion o is of class c. Note that p is calculated as a softmax
distribution over the inputs x.

5.2. Baseline #2: U-Net Segmentation

U-Net is a widely used semantic segmentation model,
especially in biomedical image segmentation. Its archi-
tecture features a symmetric encoder-decoder structure:

the encoder captures the image context by down-sampling
through convolutional and pooling layers, while the decoder
restores the spatial resolution by up-sampling and combin-
ing feature maps from the encoder via skip connections.
These skip connections retain fine-grained spatial details,
leading to more accurate segmentation results. Thus, in
contrast to Deeplabv3 which uses dilated convolutions to
capture multi-scale context, U-Net directly merges high-
resolution features from the encoder with upsampled fea-
tures in the decoder. This allows U-Net to excel in tasks re-
quiring precise boundary delineation by preserving detailed
spatial information.

Figure 3. U-Net model architecture

We picked U-Net for our project due to its proven ef-
fectiveness for diverse use cases and in scenarios where
high precision is critical. Its architecture is particularly
advantageous when dealing with limited training data, as
the symmetric design and skip connections help the model
generalize better and leverage the available data more effi-
ciently. And as described in our literature review section,
U-Nets have been demonstrated to be effective in wildfire
burn mask segmentation.

For our baseline implementation, we used the pretrained
U-Nets from [6], and specifically used the U-Net pretrained
on a resnet-50 backbone. We also used cross entropy loss
for the loss function.

5.3. 5-Band Segmentation

On top of our baseline, we decided to experiment with
our input bands. Satellite images usually contain bands
from across the electromagnetic spectrum (in addition to
visible RGB bands), and our Landsat data contains images
with five bands with respect to this: red, green, blue, NIR
(near-infrared), and SWIR (short-wave infrared). The NIR
band is particularly useful for vegetation analysis, as it can
help differentiate between healthy and stressed vegetation
due to its sensitivity to chlorophyll. By incorporating the
NIR band into our model, we aim to improve the accuracy
of our segmentation tasks, particularly in distinguishing

3



vegetation from other land cover types. Additionally, the
SWIR band provides valuable information on soil and mois-
ture content, which can further enhance the model’s ability
to classify different surface materials accurately. Experi-
menting with these multi-banded inputs allows us to lever-
age the full spectrum of available data, potentially leading
to more robust and insightful segmentation results.

To incorporate the NIR and SWIR bands into the input,
we train both of our baseline models from scratch, chang-
ing the input layer from 3 to 5 channels. Since we are no
longer using the pretrained ImageNet models, we normalize
each channel of the image based on its own unique distri-
bution (by calculating the mean and standard deviation of
each channel) to between 0 and 1.

5.4. MAE Loss

Finally, we experiment with implementing a different
loss function more robust to noise. In particular, we
wanted to accomodate the lower resolution satellite im-
ages we have. Besides being prone to noise such as
clouds/atmospheric noise, the lower resolution of Landsat
2 data compared to datasets such as Sentinel 2 may pro-
nounce or even introduce noise, making its reduction a per-
tinent challenge. Specifically, we experimented with using
mean absolute error (MAE) loss [5], known for its tolerance
to label noise, and implemented a data sampling approach
to ensure that only low-loss training samples contribute to
gradient updates [7] [10].

D∑
i=1

|xi − yi| (2)

In this loss sampling strategy, the model processes a
batch of inputs as usual, but before averaging the loss across
samples, we identify the training sample with the highest
loss in the batch. The loss for this outlier is then set to
0, preventing it from influencing the weight updates. Ac-
cording to [10], this method operates on the assumption that
as model performance improves, particularly noisy samples
will produce high losses, which can significantly impact
weight updates. This training strategy helps mitigate the
influence of such samples.

5.5. Experiments

We ran a total of six experiments using the mod-
els described above: Deeplabv3 baseline, U-Net base-
line, Deeplabv3 with 5 band input, U-Net with 5 bands,
Deeplabv3 with MAE loss, and U-Net with MAE loss. The
results of these experiments are described in the following
section.

In all of our experiments, we use Adam as our optimizer,
and a learning rate of 0.001. We implemented learning rate
decay, with a step size of 25 and a decay rate of 0.1. All

of our models were trained for 50 epochs, and the models
with the lowest validation loss and highest validation IoU
score were saved. Fifty epochs were chosen as it provides
a balance between training time and model performance.
This duration allows the models to learn sufficiently from
the data without overfitting, ensuring that we capture the
optimal weights for accurate segmentation.

6. Results

Figure 4. Loss Curves by Model

The main metrics we used to evaluate our model perfor-
mance are the intersection over union (IoU) score and the
Dice score.

IoU is a standard evaluation metric for segmentation
tasks, measuring the overlap between the predicted segmen-
tation mask and the ground truth. It is defined as the ratio of
the intersection area to the union area of the predicted and
ground truth masks. Mathematically, IoU can be expressed
as:

IoU =
|Predicted ∩ Ground Truth|
|Predicted ∪ Ground Truth|

Here, |Predicted ∩ Ground Truth| represents the number
of pixels common to both the predicted and ground truth
segments, while |Predicted ∪ Ground Truth| represents the
total number of pixels in either the predicted or ground truth
segments. A higher IoU score indicates better performance,
with a value of 1 indicating perfect overlap and 0 indicating
no overlap at all.
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Figure 5. Accuracy (Dice) Curves by Model

The Dice score, also known as the Dice coefficient or
F1 score, is another metric used to measure the similarity
between the predicted and ground truth segments. It is cal-
culated as:

Dice Score =
2× |Predicted ∩ Ground Truth|
|Predicted|+ |Ground Truth|

The Dice score takes into account both the precision and
recall of the prediction, providing a balanced measure of
overlap. Like IoU, a Dice score of 1 indicates perfect agree-
ment between the predicted and ground truth segments,
while a score of 0 indicates no overlap.

Using both IoU and Dice score as our evaluation metrics
ensures a comprehensive assessment of our models’ seg-
mentation performance, capturing both the extent of overlap
and the balance between false positives and false negatives.

6.1. Training

Examining the training trajectories across models pre-
sented in Figures 4 and 5, we can see consistent behaviour
with respect to specific augmentations.

In both 5Band-based models, we see that the validation
loss is steadily increasing while the training loss is decreas-
ing. This implies that overfitting is occurring, and there
could be several reasons for why. One possible explanation
is the size of the dataset. In particular, around 1300 training
images may simply not be enough to produce more robust
behaviour for models that take almost double the number of
input channels as a normal model.

Another possibility is the content of the dataset itself.
There are multiple topographies at play, and the randomly
sampled training set may be dominated by certain features
not pronounced in the validation dataset. It is notable that
in the baseline models, both exhibit relatively healthy be-
haviour in the development of the loss curves. This implies
that the more dominant features at play in the training data
would be in the extra NIR and SWIR bands, and so proper
diversification across these channels ought to be considered
for future runs. We also had to recompute statistics across
our training samples to normalize this data. The means
and standard deviations for channels R-G-B-NIR-SWIR re-
spectively were (0.2583, 0.2491, 0.2366, 0.3691, 0.3544)
and (0.1187, 0.1079, 0.0969, 0.1400, 0.1395). Although
the standard deviations seem relatively close, the NIR and
SWIR bands do have higher values. There is also consid-
erable difference between the means of the NIR and SWIR
bands than the other channels, which may reflect a domi-
nating significance of those channels that took place during
training.

The loss curves for the MAELoss models are better be-
haved and exhibit similar development in training as the
baseline models. The primary differentiating factor is in
the accuracy observed, which exhibits consistent behaviour
across Deeplab and Unet variations. The validation accu-
racy is relatively unstable for early epochs before settling
towards a middling result despite the loss still decreasing.
The scale of the MAELoss accuracy is strictly less than that
of the baseline, but the validation accuracy is considerably
greater than training accuracy. This makes the MAELoss
a promising option for robustness, but its overall low accu-
racy implies a hybrid approach with another loss function
may be required, if it is to be used at all.

6.2. Comparing Model Performance

Method Accuracy (IoU) Dice Score (F1)
Unet-Pretrained-RGB 0.82 0.89
Unet-5band 0.84 0.91
Unet-MAEloss 0.80 0.88
Deeplabv3-Pretrained-RGB 0.80 0.88
Deeplabv3-5band 0.83 0.90
Deeplabv3-MAEloss 0.78 0.87

Table 1. Comparing IoU and Dice Score across the six segmenta-
tion models

Utilizing 5-band input data enhances model perfor-
mance, as evidenced by the improved IoU and Dice Score
for both Deeplabv3 and Unet models. Deeplabv3-5band
achieves the second highest performance with an IoU of
0.83 and a Dice Score of 0.90, while Unet-5band achieves
the highest performance with an IoU of 0.84 and a Dice
Score of 0.91. This suggests that additional spectral in-
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formation is beneficial for segmentation tasks with remote
sensing images. Conversely, models trained with Mean Ab-
solute Error (MAE) loss show slightly lower performance,
with Deeplabv3-MAEloss and Unet-MAEloss achieving
IoUs of 0.78 and 0.80, and Dice Scores of 0.87 and 0.88,
respectively.

Figure 6. Segmentation results compared to ground truth for each
model. An enlarged version of this image is included below in the
Appendix section.

For a qualitative analysis of the segmentation results, we
compare the output masks across models on samples of
the data (an enlarged version of the image has been pro-
vided in the appendix). It seems 5Band can be helpful in
picking up on finer details of the image, as displayed in
columns 1 and 6. Both the U-Net and Deeplab baseline
models pick up on significant clusters of pixels that drasti-
cally change the contiguous shape of the mask, which the
extra bands help to smooth out. However, for tailed fea-
tures, as in columns 4 and 5, 5Band seems to overcorrect
or even misrepresent the thin shape. The MAELoss models
frequently take on roughly similar shapes as the baseline
models with certain features exaggerated as demonstrated
in columns 1 and 3, but column 4 is an interesting instance
in which both MAELoss models handle tailed features rel-
atively well compared to 5Band counterparts.

We also looked to compare our results with those in the
literature, but it was hard to directly compare IoU and dice
score results as we used very different datasets from those
used in the literature. One avenue of future work could be
testing the models from these papers on our dataset, or test-
ing our models on datasets from these papers to create a
better comparison.

6.3. Discussion

These observations highlight the advantages and disad-
vantages of using pretrained models. Arguably, pretrained
models typically perform better for out-of-distribution
(OOD) data due to their extensive training on large and
diverse datasets. However, one disadvantage is that these
models may not be well-suited for a specific task. Models
trained from scratch may outperform in specific fields or in-
dustries; in our case, satellite imagery differs a lot from the
images in ImageNet that our models were pretrained on. In
such cases, the additional spectral bands available in satel-
lite imagery may provide useful information that pretrained
models on RGB 3-channel data may not fully exploit.

It is notable that the validation accuracy (which was used
to pick the model) of the 5Band model marginally increased
after only a few epochs of training, so while the potential for
using more bands is very promising, yielding more success-
ful results will require either a larger abundance of data or
potentially more balanced data across all bands. Still, even
with limited amounts of data, 5Bands was the best perform-
ing model.

Additionally, the choice of loss function significantly af-
fects model performance in segmentation tasks. Mean Ab-
solute Error (MAE) loss, which measures the average abso-
lute difference between predicted and actual values, treats
all errors equally; there is less sensitivity to the error size
to ensure that the trained model isn’t over-penalizing large
errors, especially if the dataset contains outliers or unlikely-
to-occur data samples, and this makes MAE loss robust to
noise. However, this can make it less effective for precise
segmentation compared to Cross-Entropy (CE) loss. CE
loss is better at handling binary classification tasks by heav-
ily penalizing misclassifications, making it more suitable
for tasks that require fine distinctions. Our findings aligned
with previous research [9] indicating that MAE generally
underperforms compared to CE in segmentation tasks, de-
spite the noise in loss resolution satellite imagery.

7. Conclusion & Future Work

Satellite imagery can be very challenging to process, as
it comes at different resolutions and is prone to obstruc-
tions. The traditional context of computer vision data, that
being the RGB channels which represent electromagnetic
radiation that is explicitly visible, produce strong results
for classifying the images of forest burns, even when taken
from so far away. However, tapping into the other invisi-
ble electromagnetic spectra explicitly adds more informa-
tion that is demonstrably beneficial to semantic segmenta-
tion. This very directly opens future work that utilizes data
with more electromagnetic spectra past NIR and SWIR such
as panchromatic or thermal infrared. There are also open
questions about the specific significance of the visible light
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spectra. Although a model that only used NIR and SWIR
channels would probably be worse, the success of a model
that didn’t use the visible light spectrum at all would be very
illuminating as to the importance of including these invis-
ible bands, whether their contribution is marginal or very
drastic.

We hoped that we could combat the noisy nature of loss
resolution and obstructed satellite images with a different
loss function, but this ultimately gave suboptimal results.
It remains to be seen whether this would drastically hinder
a 5Band model, but at the very least, the question is open
over whether a different loss function could considerably
improve results. Further, there was some promise in select
examples of the MAELoss function in picking up thinner,
tailed patches of masks, which may imply that a hybrid ap-
proach across loss functions via some sort of weighted aver-
age or other consolidation method could indeed be helpful.

Finally, higher resolution implicitly encodes more data
that would likely allow models to make more accurate pre-
dictions. Attempting both approaches in a higher resolution
context would be beneficial in at least evaluating to what
degree these methods can succeed in combating image res-
olution challenges. If the benefits are marginal, than lower
resolution data (which is generally more economical) may
suffice for practical purposes. There are ongoing projects
in Professor Burke’s lab working on using computer vision
methods to increase the resolution of satellite images, and
these results may help us determine if our approaches work
on higher-resolution images.

As we work on extending our project over the summer,
some other future work we hope to do include using pre-
fire images and generalizing our model to out of distribution
data. We were limited in this project by our data size and
compute power, but we had hoped to bring in more sources
of data to test our model in an OOD context. One way that
we’re planning to do this using the data that we have is by
splitting our data between different vegetation types; Cali-
fornia is dominated by conifers and shrublands, so one way
to achieve OOD testing is by training only on images from
conifer areas and test on shrubland images. We also plan
to use pre-fire images as negative examples (with empty
masks) to add to our dataset, which may extend our model
to also determine if the image has no burn scar at all.
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9. Appendices

Figure 7. [ENLARGED] Segmentation results compared to
ground truth for each model
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