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Abstract

Acts of violence that go unnoticed are an ever-increasing
problem despite possessing the technological means to ad-
dress it. In this project, we propose utilizing computer vi-
sion to detect and classify any acts of violence that might
appear on security camera footage in order to alert the po-
lice. Existing literature shows that action recognition from
video inputs is usually done using a CNN or LSTM based
model. Building off of these works, we want to try integrat-
ing the concept of optical flow into a multi-stream model,
while simultaneously applying our own approach to optical
flow. The dataset for this project was obtained from Kag-
gle and contains short clips depicting either violent or non-
violent activities. For this project, we proposed two different
models utilizing a three-stream action recognition network
(TARN) and compared them against two baseline models.
After rounds of training and hyper-parameter tuning, we
found that the End-to-End model utilizing TARN (TSE) out-
performed all the other models, achieving the highest accu-
racy (0.752), precision (0.89), and F1 score (0.77). Going
forward, we would like to see the implementation of such
a model onto a lightweight device (e.g. RaspberryPi). Al-
though we tried to accomplish this during the project, we
unfortunately did not have the time to successfully imple-
ment it. By being able to push our model onto something
as small as a RaspberryPi, we would be able to integrate
it locally within security cameras and create a streamlined
processes to alerting authorities.

1. Introduction

Incidents of violence occurring in less-surveyed urban
areas, alleys, and streets are a significant public safety is-
sue. Oftentimes, such crimes go unnoticed and unreported
due to a lack in active patrolling. The ability to automat-
ically detect such incidents can provide valuable insights
and timely responses, potentially preventing escalation and
facilitating immediate intervention. This project proposes
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using computer vision technology to automatically detect
and classify incidents of violence in video clips. By ana-
lyzing visual data, the system aims to identify aggressive
and involuntary behaviors that are often precursors or direct
indicators of such distressing events.

1.1. Problem Statement

Our objective is to develop a system that uses computer
vision to detect and classify violence incidents in real-time
by feeding our system videos from surveillance cameras.
Then, our system will process the video input of contin-
uous video streams from surveillance cameras through a
multi-stream process consisting of joint-feature extraction
through an LSTM, RGB-feature extraction through a 2D
ConvNet, and optical flow using a 3D ConvNet. The out-
put will be a binary classification of either violence and
non-violent behaviors. If our system detects violence, it
will alert local security for immediate intervention. In all
the methods that we are testing in this project, the model
takes in video clips and then extracts the joints of humans
through a pre-processing step, and finally inputs the pro-
cessed data through the model which will classify the action
in the video.

2. Related Works

The topic of video-based human action recognition is
a subset of computer vision that has become increasingly
prominent. There have been many advancements in deep
learning in the past few years that have significantly en-
hanced the ability to classify and predict human actions
from video data, such as 3D CNNs and LSTMs.

Pham et al. [6] provided a review of over 200 papers and
found that convolutional networks (CNNs) are currently the
most capable of being able to classify the actions of a hu-
man from a video. This is due to the architecture’s ability
to capture spatial hierarchies in visual data. Tran et al. [2]
discussed that CNNs, especially 3D CNNs, are good at in-
corporating temporal information, which is very important
for understanding video sequences over standard 2D CNNs.



One challenge that Pham et al. [6] identified within train-
ing various models is the quality of the datasets. Datasets
such as KTH and Weizman were created in a simulated en-
vironment, meaning that the videos utilize human actors in
order to create the actions. Performance on these artificial
datasets was significantly better compared to datasets that
sourced videos that contained authentic interactions.

Beyond CNNs alone, RNNs utilizing LSTM were shown
to be effective, since RNNs were shown to recognize data
effectively, given their ability to handle time series data
when paired with LSTMs. RNNs process sequences well,
which makes them suitable for scenarios where understand-
ing the context and progression of actions is necessary.
However, according to Tran et al. [2l], one main down-
side of RNNs is that oftentimes, the data needs to be pre-
processed, where CNNs can handle raw data due to the
convolution process. In addition, according to Biitepage et
al. [7], LSTMs struggle with complex movements.

Mathew et al. [9] explored two deep learning-based ap-
proaches, specifically single-frame CNNs and ConvLSTM
networks, for human activity recognition from videos. They
found that the single-frame CNN model achieved a higher
accuracy (99.8%) on the UCF50 dataset compared to the
ConvLSTM model, which shows how effect CNNs are in
capturing spatial features from individual frames, while
ConvLSTMs combine the strengths of CNNs and LSTMs
to handle spatiotemporal data effectively. Simonyan and
Zisserman [12]] explored ConvNets for video recognition by
using both spatial and temporal information. They proposed
a two-stream architecture, where one stream processes spa-
tial data from still frames, and the other processes temporal
data from optical flow between frames. They showed that
this method significantly outperforms previous deep learn-
ing methods, showing that combining spatial and temporal
networks through late fusion enhances the recognition ac-
curacy significantly [14].

There are other approaches proposed by different papers.
Tran et al. [2] propose a two-stream CNN approach: one
identifying the actions from one single frame and the sec-
ond identifying actions using multi-frame optical flow for
motion information. This method is particularly advanta-
geous when there is limited training data.

Surek et al. [[13] focus on evaluating hybrid deep learn-
ing models that combine supervised and semi-supervised
learning approaches for human activity recognition in RGB
videos. The authors tested a label smoothing technique with
a 3D ResNet-50 and evaluated the performance of a model
based on a semi-supervised learning methodology. They
showed the feasibility of applying these deep learning ar-
chitectures in real-life scenarios, where the algorithm pro-
cessing can follow the real rate of image capture.

In our project, we aim to detect violence in real-time,
which means we need the system to be able to handle all

kinds of human behaviors and interactions that might not
have been in the training data. We also need a model that
could work well for real-time processing in surveillance
systems to detect assaults. Being able to process data and
make decisions quickly is really important for this kind
of application so the assaults can be intervened in time.
Biitepage et al. [7] suggested models that use temporal
encoding-decoding networks to predict the future 3D poses
based on past data. Their models use a fully-connected net-
work with a bottleneck structure so that they can predict
future motion capture frames from a sequence of previous
frames, creating a temporal encoder for human motion. The
authors tested their framework on a big mocap dataset and
evaluated the learned features on tasks like action classifi-
cation and predicting future motion. They found that their
method did better than existing techniques, especially at
predicting skeletal motion and classifying actions using the
learned representations. Two advantages from their model
are that it generalizes well to unseen data and is computa-
tionally efficient once trained.

2.1. Optical Flow

Optical flow is traditionally a technique that is used to
estimate the motions of objects, surfaces, and edges within
a scene based on a sequence of images. Optical flow is
usually represented as a velocity field, where each pixel in
an image is has a velocity vector indicating its movement
across frames.

It has seen uses in Computer Vision through tasks such
as motion detecting and tracking, 3D reconstruction, and
autonomous navigation. For the task of implementing op-
tical flow, recent methods have utilized CNNs. Dosovit-
skiy et al. [1]] have proposed optical flow networks that con-
sist of nine sets of alternating convolution layers and ReLU
non-linearity. The filter-sizes decreases as the network gets
deeper, starting with 7x7 and going down to 3x3. One im-
portant detail is that there are no fully-connected layers so
that the network can process different sized inputs.

Optical flow provides valuable motion information that
complements spatial appearance features from individual
frames. Top-performing action recognition methods often
use optical flow as an additional input stream alongside
RGB frames. Integrating optical flow with deep learning
models like two-stream CNNs has significantly improved
recognition accuracy on benchmark datasets. We will try to
take a similar but different approach [11] [4]].

3. Dataset
3.1. Data Description and Collection

The dataset we are using for our project is from Kag-
gle.com, and it is called the ”Real Life Violence Situations
Dataset,” [3] obtained by Mohamed Elesaway, Mohamad



Hussein, and Mina Abd El Massih. This dataset is com-
posed of 2,000 short videos sourced from Youtube: 1,000
short videos depicting street fights and 1,000 short videos
that don’t depict fighting. The labels for the dataset are quite
weak, being only violence versus non-violence. There is no
further classification about the specific actions that are oc-
curring in the video.

For training and evaluation, we split our dataset into
1,600 videos (800 violent and 800 non-violent) for training,
200 videos (100 violent, 100 non-violent) for validation,
and 200 videos (100 violent, 100 non-violent) for testing.
Each subset of videos contains the same number of videos
per class (violent versus non-violent) in order to ensure that
the model learns equally from both classes.

3.2. Data Pre-processing

Given that our dataset contains a variety of videos with
different lighting, camera angles, number of people, resolu-
tions, and other confounding variables, we wanted to create
a more uniform way in order to represent the data. In do-
ing so, we decided to use OpenPose [10]], a real-time multi-
person 2D pose estimation tool. However, the source code
for OpenPose was not compatible with newer versions of
OpenCYV, one of the required libraries. Instead, we opted
to use Lightweight OpenPose, a more optimized version of
the original OpenPose with negligible accuracy drop. By
feeding each data point into OpenPose, we were able to ex-
tract the skeletons of the humans in the video in order to
keep track of the movement of their joints, as seen in Fig-
ure 1. This would be beneficial for identifying if there was
violence.

We sampled 240 frames per video by taking 8 seconds
from each video at 30 fps. If the video had less frames
than that, we repeated the last frame so that the input di-
mensions were uniform for the model. This makes sure that
all the input sequences have a consistent length, simplifying
model training and evaluation. We used data augmentation
to resize the frames to a resolution of 224x224 pixels and
normalized using the mean and standard deviation of the
ImageNet dataset. We extracted RGB frames and optical
flow frames using a pre-trained ResNet50 model, and we
also extracted pose estimations.

4. Methods

We propose four methods to detect violent and non-
violent actions in videos where the first two are our base-
line and the last two are the models we are proposing.
The models are C3D [2], PoseLSTM (joint feature only),
Three-Stream Action Recognition Network with Separation
of Feature Extraction and Training (Spatio-Temporal-Pose),
and Three-stream Action Recognition Network with End-
to-End Training (Spatio-Temporal-Pose). These four meth-
ods analyze and classify from different feature dimensions,

Figure 1. Example of using Lightweight OpenPose in order to ex-
tract the joint features of human subjects within a frame of a video.
The number of people are also kept track of in the processing.

providing diverse solutions for detecting violent actions in
videos.

4.1. Model 1: C3D

The C3D model captures spatiotemporal features in
videos through 3D convolutions, making it suitable for
video classification tasks. The detailed steps are as follows:
First, video frames are processed using the C3D model to
extract spatiotemporal features through 3D convolutions.
Then, the extracted spatiotemporal features are classified
through fully connected layers to output the final classifi-
cation result (violent and non-violent actions).

4.2. Model 2: PoseLSTM (joint feature only)

We used Lightweight OpenPose, a CPU based human-
pose estimation library, to extract joint features of individ-
uals from videos and store them as JSON files. Each JSON
file is organized by time (frame number) and person ID,
along with their joint positions which are stored as a list
of coordinate pairs. These JSON files are then fed into
an LSTM to obtain binary classifications (Violence/Non-
Violence) for training the model.

4.3. Model 3 (TSP): Three-stream Action Recogni-
tion Network with Separation of Feature Ex-
traction and Training (Spatio-Temporal-Pose)

For our model, we propose integrating RGB, optical
flow, and joint features, where the RGB stream processes
raw video frames using a spatial pre-trained ResNet, and
the optical flow stream processes raw video frames using a
temporal pre-trained ResNet, and the pre-computed data are
stored as numpy files for efficient processing.

We first extracted human pose keypoints from each
frame by using a pose estimation algorithm, and we rep-
resented each frame’s keypoints as an array of coordinates
(z,y) for 18 keypoints, which resulted in a 36-dimensional



vector per frame. Then, for each frame, we extracted
features using a pre-trained ResNet 101 model [5] to ex-
tract spatial features from the RGB frames and optical flow
frames, which resulted in a final feature vector with each
frame being 2048-dimensional.

Let X be the input video sequence, where X =
[€1, 2, ...,x7] and T is the number of frames. Each frame
x; is represented as ©; = [frgp, [fiows fpose), Where frgp,
ffiow, and fpose are the feature vectors extracted from the
RGB frames, optical flow frames, and pose keypoints, re-
spectively. The combined feature vector x; is fed into the
LSTM network, which outputs a sequence of hidden states
h = [h1, ha, ..., hr].

For each video, we combined the RGB features, optical
flow features, and the pose keypoints into a single feature
matrix by concatenating the features along the last dimen-
sion. This resulted in a comprehensive feature representa-
tion for each frame.

Next, we used an LSTM network to model the tempo-
ral dependencies in the video sequences. We started with
two LSTM layers, one with 256 units and one with 128
units, and each layer is followed by a dropout layer with a
dropout rate of 0.5 to prevent overfitting. Each of these re-
turn sequences to maintain the temporal information across
frames. Then, we employed two fully connected layers with
64 and 32 units, and then used ReLLU activation functions
f(x) = max(0, ) and followed by dropout layers with a
dropout rate of 0.5. Our output layer had a single neuron
with a sigmoid activation function to predict the probability
of violence in the video. We used a binary cross-entropy
loss function and optimized the model by using Adam [S§].

4.4. Model 4 (TSE): Three-stream Action Recog-
nition Network with End-to-End Training
(Spatio-Temporal-Pose)

This model is similar to the TSP model, except we pro-
cessed the data differently, as seen in Figure 2. We inte-
grate RGB, optical flow, and joint features, where the RGB
and optical flow streams utilize ResNet, and the joint fea-
tures are processed using LSTM. Instead of focusing on
modular approach where we separated the feature extrac-
tion adn training, we employed an integrated approach. We
computed the optical flow between consecutive frames and
converted each optical flow map to a 3-channel format by
adding a zero channel.

The model architecture is like the one used in the TSP
model, where we extracted human pose keypoints. Then,
we combined the RGB features, optical flow features, and
pose keypoints like our previous model. We used the same
model architecture as the previous model.

Mobile Net Training:

Spacial

> ResNet
Temporal
ResNet

—

Note: Here, we remove the FC layer of Spacial CNN and Temporal CNN.

Figure 2. Possible pipeline for the method proposed in section 4.4,
highlighting how the different processing techniques converge into
the FC layers.

5. Experiment and Results

We used various evaluation metrics, including accuracy,
precision, recall, F1 Score, and mean average precision
(mAP).

5.1. Baseline Models

In the performance metrics comparison, the PoseLSTM
model consistently outperforms the C3D model across the
different evaluation metrics. The PoseLSTM model shows
significantly higher accuracy, precision, recall, and F1 score
than the C3D model, showing that it performs better in
classifying violence overall. In addition, the PoseLSTM
model has considerably fewer parameters than the C3D
model, making it more efficient in terms of computational
resources and storage requirements. Therefore, from both
performance and efficiency perspectives, the PoseLSTM
model holds a distinct advantage in handling the related
tasks.

Table 1. Comparison of Metrics for C3D and PoseLSTM

C3D PoseLSTM
Loss 0.693 0.645
Accuracy 0.482 0.613
Precision 0.238 0.702
Recall 0.482 0.613
F1 Score 0.314 0.571
Total params | 226965506 (865.80 MB) | 116098 (453.51 KB)

5.2. Our Proposed Models

5.2.1 Three-stream Action Recognition Network with
Separation of Feature Extraction and Training
(TSP)

We evaluated our Three-stream Action Recognition Net-
work with Separation of Feature Extraction and Training
(Spatio-Temporal-Pose) for violence detection. The model
uses pre-extracted RGB image features (stored in a numpy
file) extracted from a spatial ResNet101, pre-extracted op-
tical flow features(stored in a numpy file) from a tempo-



ral ResNet101, and pose features from OpenPose as input.
These features were then fed into a sequential model with
LSTM layers and dense layers with dropout to prevent over-
fitting. After fine-tuning, the model showed significant per-
formance improvements.

Before fine-tuning, the model’s accuracy was around
55%, indicating moderate performance. Fine-tuning in-
volved several adjustments. The ResNet101 layers for RGB
and optical flow features were fine-tuned on our dataset,
while the pose features remained unchanged. In particu-
lar, we changed the dropout rate from 0.5 to 0.9. This is
because of our challenge on training on a relatively small
dataset. Using such aggressive dropout rate will help to pre-
vent overfitting on a small dataset. The LSTM layers were
optimized for the violence detection task, with dropout rates
maintained the same to prevent overfitting. Hyperparame-
ters like learning rate, batch size, and epochs were adjusted
for better convergence. In particular, we changed learning
rate from 0.001 to 0.0001, batch size from 8 to 32, epoches
from 10 to 20.

After fine-tuning, the model’s accuracy improved sig-
nificantly from 55% to 67%. Fine-tuning allowed the
ResNet101 layers to adjust their weights, leading to more
relevant and accurate feature representations, improving
the model’s ability to distinguish between violent and non-
violent actions.

The improvements can be attributed to several factors.
Firstly, fine-tuning allowed the model to learn task-specific
features critical for violence detection. Secondly, adjusting
the pre-trained weights to our dataset ensured more relevant
and precise features, leading to better performance metrics.
Thirdly, fine-tuning reduced overfitting to pre-trained tasks
and improved generalization to new, unseen data. Lastly,
the LSTM layers could leverage more accurate temporal
features, enhancing the model’s ability to capture the dy-
namics of violent actions over time.

Challenges like limited training data were mitigated
through aggressive dropout rates and data augmentation
techniques. Future improvements could include leverag-
ing larger datasets or synthetic data generation, optimiz-
ing computational resources, and exploring the trade-off
between temporal resolution and performance for real-time
applications.

Fine-tuning the Three-stream Action Recognition Net-
work (with Separation of Feature Extraction and Training)
significantly enhanced its performance by adapting the pre-
trained feature extractors to the specific characteristics of
our violence detection dataset, resulting in improved accu-
racy, precision, recall, and F1 score.

5.2.2 Three-stream Action Recognition Network with
End-to-End Training (TSE)

Three-stream Action Recognition Network with End-to-
End Training(Spatio-Temporal-Pose) uses an end-to-end
training approach to integrate feature extraction into the
model, using the ResNet101 layer to dynamically extract
RGB and optical flow features for the violence detection
task. Previous models use pre-extracted and stored generic
RGB, optical flow, and pose features, and feature extraction
is separated from model training. End-to-end training al-
lows for continuous feedback and optimization between the
feature extraction layer and the temporal modeling layer.

The model achieved an accuracy of 75.16% in correctly
identifying violent actions in the test data set. This is sig-
nificantly better than the initial model’s accuracy of around
55%, demonstrating the effectiveness of the end-to-end
training approach.

The precision of 0.89 means that when the model identi-
fies an instance as violent, it is very likely to be correct, min-
imizing false alarms. This high precision is crucial in appli-
cations like surveillance, where false alarms can be costly
and disruptive.

However, the recall of 0.67 suggests that the model
misses around one-third of the actual violent instances.
While it accurately identifies most violent cases, it still fails
to catch some true positives.

The F1 score of 0.77 provides a balanced measure be-
tween precision and recall, indicating a strong overall per-
formance, but there is still room for improvement, particu-
larly in increasing recall without compromising precision.

With a total of 4,701,825 parameters, the model’s com-
plexity is manageable and aligns well with its performance
metrics. With such amount of parameters, it will be possi-
ble to run on an embedded device locally (e.g. surveillance
camera), without harming the users’ privacy.

The improved performance can be attributed to several
key factors. Firstly, by using dynamic feature extraction to
intergrate feature extraction directly into the model using
fine-tuned ResNet101 layers, the model can extract features
specifically tailored to violence detection, rather than using
pre-extracted generic visual features. This leads to more
relevant and accurate feature representations. In this model,
the RGB and optical flow features are extracted within the
model itself using ResNet101 layers, allowing the feature
extraction process to be dynamic and task-specific, leading
to better performance. Secondly, by using end-to-end train-
ing to allow continuous feedback and optimization between
the feature extraction and temporal modeling layers ensures
that the features extracted are directly relevant to the subse-
quent layers, leading to better overall performance. Lastly,
by using data augmentation like rotation, shifts, and flipping
introduce variability in the training data, helping the model
learn to recognize violent actions under different conditions



and perspectives. This improves the model’s robustness and
generalization capabilities.

The end-to-end training model demonstrates substantial
improvements in violence detection performance, with a
balanced trade-off between accuracy, precision, and recall.
The ability to dynamically extract task-specific features di-
rectly within the model, rather than relying on pre-extracted
generic features, contributes significantly to the improved
performance. Future improvements could focus on increas-
ing recall and optimizing computational resources by fine-
tuning the hyperparameters, ensuring the model’s robust-
ness and reliability in practical applications.

5.2.3 Reasoning for Correct and Incorrect Classifica-
tion

This confusion matrix shows examples of both correct and
incorrect predictions of violence and non-violence in video
frames for our model. The top-left quadrant shows frames
where actual violence was correctly predicted as violence.
The top-right quadrant displays frames where actual vi-
olence was incorrectly predicted as non-violence. The
bottom-left quadrant contains frames where actual non-
violence was incorrectly predicted as violence. The bottom-
right quadrant shows frames where actual non-violence was
correctly predicted as non-violence.

Predicted Violence Predicted Non-Violence

Actual Violence

Actual Non-Violence

Table 2. Confusion matrix of frames from videos

We think there are many reasons for correct classifica-
tions. Firstly, violent actions often involve specific move-
ments, postures, or interactions that are visually distinctive.
The model can learn these features from the RGB frames,
optical flow, and pose data. Furthermore, by using a pre-
trained ResNet101 to extract features, we ensure that high-
level features are effectively captured, which helps better
discriminate between violent and non-violent samples. In
addition, the LSTM layers in your model can capture tem-
poral dependencies, which are crucial for recognizing ac-
tions that unfold over several frames.

We think there are many reasons for incorrect classifica-
tions. Firstly, some frames might not clearly indicate vio-
lence or non-violence, making it challenging for the model
to classify them accurately. For example, a frame of some-
one running could be part of a violent chase or a non-violent

athletic event. Secondly, objects or people blocking the
view (occlusions) or complex backgrounds can confuse the
model. Thirdly, inconsistent or unusual poses might not be
well-represented in the training data, leading to misclassi-
fication. Lastly, poor lighting or low-quality video frames
can obscure important features needed for correct classifi-
cation.

5.3. Discussion
5.3.1 Contribution of different features in models

In out two baseline models (C3D and PoseLSTM), the con-
tributions of the three streams are similar to our expecta-
tions. Among them, the C3D model only uses RGB and
Optical Flow, among which RGB contributes more because
it can provide more detailed and dynamic scene and object
information. In the second model, we only use pose feature
as input, and its contribution is 100%.

In the TSP model, each feature (RGB, Optical Flow,
Pose) is pre-extracted and independently input into the
model for training. This independence allows the pose fea-
ture to focus on capturing the details and posture changes
of the human body, which makes an important contribution
to the violence detection task. Therefore, in TSP model,
the contribution of pose features is higher, accounting for
25.4%. RGB features provide rich scene and object in-
formation, and their contribution ratio is 41.7%. Optical
flow features can capture motion information and contribute
32.9%.

In the TSE model, an end-to-end training method closely
integrates feature extraction and model training processes.
This method allows the model to dynamically adjust and
optimize the feature extraction process, so that each feature
can serve the violence detection task more targetedly. Since
RGB features can capture more details and dynamic infor-
mation in end-to-end training, their importance increases
significantly, accounting for 46.5%. Optical flow features
make a significant contribution in capturing motion infor-
mation, accounting for 35.0%. Although posture features
are still important, their relative contribution decreases in
end-to-end training, accounting for 18.5%. This difference
is because during end-to-end training, RGB features can
more fully utilize the dynamic adjustment advantages of the
model, thus accounting for a larger proportion of the overall
performance improvement.

We can see the comparisons between the four models in
Figure 3.

5.3.2 Comparing Results

As we can see from Table 3, the TSE model outperforms
the others with the lowest loss (0.513), highest accuracy
(0.752), highest precision (0.89), and a strong F1 score
(0.77), and has the lowest parameter count (17.9 MB). The
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Figure 3. Description of the contribution from the four models

TSP model also performs well, with an accuracy of 0.667.
PoseLSTM has good precision (0.701) and a moderate F1
score (0.571). However, it its accuracy (0.613) compared to
TSE and TSP is lower. The C3D model is outperformed by
all the other models, with the highest loss (0.693), lowest
accuracy (0.482), and lowest precision (0.238), and weak-
est F1 score (0.314). Our results show that the TSE model
outperforms all the other models while having fewwer pa-
rameters, making it our best model.

Metric C3D PoseLSTM TSP TSE
Loss 0.693 0.645 0.563 0.513
Accuracy 0.482 0.613 0.667 0.752
Precision 0.238 0.701 - 0.89
F1 Score 0.314 0.571 - 0.77
Params 865.8 MB 453.5 KB 493.8 KB | 17.9 MB

Table 3. Comparison of Metrics for C3D, Joint Feature + LSTM,
Three-Stream Pre-extracted (TSP), and Three-Stream end-to-end
(TSE)

6. Conclusion & Future Work

After evaluating four models for detecting violent ac-
tions in videos, we found that the TSE model outperformed
all the other models, achieving the highest accuracy (0.752),
precision (0.89), and F1 score (0.77). This is because of its
end-to-end training approach, which allowed for continuous
optimization between feature extraction and temporal mod-
eling layers. Our results showed that by integrating mul-
tiple streams of information, the model can detect violent
actions better. The TSE model’s dynamic feature extraction
and continuous feedback mechanism was beneficial in cap-
turing task-specific features, which helped it perform better
than traditional methods.

There are several limitations in our study. We used a
relatively small dataset that only contained binary classifi-
cations of violence versus non-violence, which limited the
model’s ability to generalize to more diverse and complex

scenarios. Additionally, the real-time implementation on a
Raspberry Pi, although initiated, was not completed due to
time constraints. This can make it accessible to security
cameras, which can be seen in Figure 4.

Raspberry Pi:

Video Input

l

Groater than threshold

|

thrashold

| !
l l

Non-

Violence
Violence

Figure 4. Flow chart for the implementation of a violence detec-
tor within a raspberry pi, focusing on computational efficiency in
order to make it possible to install within security cameras.
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