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Abstract

Vision Language Models (VLMs) have seen a recent
exponential growth in their capabilities. However, they
still face significant gaps, specifically as it relates to com-
plex tasks like mathematical reasoning. In this work,
we present GAMMAS: a pipeline that uses GPT-4 and
code-generation to synthesize a fine-tuning and evaluation
dataset containing 860 bar and line charts, and relevant
mathematical questions. We then use this dataset to fine-
tune the InternLM-XComposer2-VL-1.8B model. We show
a 6.5% and 12.5% increase in performance on the bar and
line chart tasks in the MathVista benchmark without a loss
in overall performance. We also note that performance on
other categories of tasks in MathVista increases as well.

1. Introduction
Large language models (LLMs) have shown reasonable

progress in their math problem-solving abilities over the
last few years. Vision language models (VLMs) are a class
of multimodal models that combine text input with image
data to produce either text or a combination of image and
text as the output - such models have attracted a lot of re-
cent attention (e.g. [2] and [27]). Such models have only
very recently reached a level where they can be expected to
tackle visual reasoning problems. The MathVista dataset
benchmarks these capabilities, conducting finegrained anal-
yses based on the specific skills and knowledge domains
tested by the problems in the dataset [19]. While leading
VLMs like GPT-4V and Gemini Pro outdo humans in
some visual problem solving contexts, considerable gaps
still exist. In this work, we aim to address these gaps via
the following contributions:

1. We propose GAMMAS: a pipeline to Generate Ad-
vanced Multi-modal Mathematical And Synthetic
data. Overall, we generate 860 training samples and
a validation set of size 200, comprising questions that

test visual reasoning using bar charts and line plots.

2. We finetune InternLM-XComposer2-VL-1.8B [6], a
small but performant VLM using our generated train-
ing data, and evaluate its performance both with re-
spect to our test data as well as on the MathVista
”testmini” dataset. Within MathVista, we investi-
gate the performance improvement on not just line plot
and bar chart based questions, but also on other related
categories to understand the transfer learning capabili-
ties of the model.

Specifically, the input to our finetuned model comprises
a mathematical reasoning question and an accompanying
figure. We restrict our attention to multiple choice ques-
tions (MCQs), get a response from either base or fine-tuned
model, extract the final answer from the response, and eval-
uate it against the correct answer to look at its accuracy in
terms of exact match (i.e. is the selected option the correct
one).

2. Related Work
Synthetic Data Generation A lot of work has explored
generating synthetic data in order to train/finetune models.
Gunasekar et. al. showed the importance of data quality
during training by using GPT-3.5 to generate textbook-
quality synthetic data to train a model for code-generation
[10]. In TinyStories, Eldan et. al. train a small language
model to write coherent and creative short stories, only us-
ing synthetic data generated by GPT-3.5 [8]. Similarly,
in TinyGSM, Liu et. al. use GPT-3.5 to augment the
GSM8K dataset to train a small language model with sig-
nificant mathematical capabilities [17].

Mathematical Reasoning in Language Models Some of
the early natural-language math problem solving bench-
marks included MAWPS in [16] and work in [25]. The most
widely adopted benchmarks for math word problem solv-
ing are the GSM8K and MATH datasets [5, 11]. Since 2021,
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model performance has generally become saturated on these
benchmarks, as a result of both model improvement and
data contamination. Using LLMs for mathematical reason-
ing in the formal direction has also been explored, with a lot
of work being done in autoformalization and automated the-
orem proving, although results show that both tasks are ex-
tremely challenging, and we have a long way to go [26, 14].

Vision Models Like LLMs, vision models have also only
recently become very powerful, letting them succeed at
tasks beyond simple classification and caption-generation
[24]. Object counting is another task that vision models
have been evaluated on [21]. Datasets like ChartQA and
FigureQA are examples of benchmarks first used to mea-
sure vision models’ abilities for scientific tasks [20, 15].
The MathVista benchmarks combines 20+ such bench-
marks to create a comprehensive evaluation of vision mod-
els’ visual math problem solving abilities [19].

InternLM InternLM-XComposer2-VL [7] is a recent vi-
sion language model that is of particular interest since the
7B version is currently the fifth highest ranked vision lan-
guage model on the MathVista public test leaderboard and
competitive with models of much larger size. We focus on
the 1.8B version, which is more feasible to tune with fewer
compute resources.

InternLM-XComposer2-VL is composed of a language
model (InternLM-2 [4]) and a vision encoder (OpenAI
ViT-Large model trained using CLIP [23]) that are further
trained to be aligned. The image is segmented into a 35x35
grid and embeddings are generated for each part of the im-
age using the vision encoder. There is then a small MLP
layer on top of them, and the final image embeddings are
then inserted among the text embeddings (generated by the
initial embedding layer of the LLM) at the appropriate po-
sition where the image should be within the text input. The
model is pretrained on such multimodal inputs in a multi-
task way (for tasks such as captioning, question answering,
free-form text image composition, etc.) A unique aspect
here is that it is done through partial LoRA, where LoRA
is only applied on the image tokens, illustrated in Figure 1
(taken from [7]). The purpose of this is to not disrupt the
pre-trained language embeddings too much to preserve in-
formation gained during language model pre-training.

3. Methods

Our work is comprised of two parts: generating synthetic
data and filtering high-quality samples, as well as finetuning
the InternLM models using LoRA and DoRA, which we
compare later.

Figure 1. Figure and caption both taken from [4]: The illustration
of the Partial-LoRA. The blue tokens represent the visual tokens
and the gray tokens are the language tokens. Our Partial-LoRA is
only applied to the visual tokens.

3.1. Generating Synthetic Multimodal Data

In this paper, we first propose an automatic pipeline to
generate high-quality multimodal synthetic data for visual
math reasoning. An example of a human-annotated sam-
ple from MathVista is shown in Figure 5. Because we
have seen the importance of high-quality data in training
strong models, we use GPT-4 to generate synthetic data,
as shown in Figure 2. In our prompts, we specify three
different things. First, we specify the type of figure to be
generated (bar chart vs. line plot). Next, to force diversity,
we include information in the prompt that creates linguis-
tic and visual diversity in the data. For example, we prompt
GPT-4with a specific topic (e.g. Space Exploration, Cities,
Dogs, Grades, etc.) and question type (free-form, MCQ,
true/false). To ensure that the charts we generate are visu-
ally diverse, we prompt GPT-4 to generate code that creates
a certain number of elements, uses specific colors (that we
randomly choose), uses specific hashes (that we also ran-
domly generate), etc.

3.2. LLM-as-a-Judge

To improve data quality further, we implement imple-
ment LLM-as-a-Judge using GPT-4 [28]. That is, once we
have generated the code, question, and answer, we prompt
GPT-4 to check whether or not the answer correctly solves
the question. If it does not, we filter out that sample. By
using the code as a proxy for the generated image, we’re
able to leverage the strengths LLMs have shown [22, 3] to
filter out bad-quality multimodal data. We also manually
checked the ground-truth value vs the LLM-as-a-judge re-
sult for 100 samples for each type of figure, and include the
precision and recall analysis in Table 1.

Once we have filtered out bad samples, we have a com-
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Figure 2. GAMMAS Data Generation Pipeline

Figure Type Precision (%) Recall (%)
Bar Chart 100.0 85.2
Line Plot 95.2 93.1

Table 1. Precision and recall analysis of LLM as a judge on our
generated data. The precision refers to what percent of the outputs
that the judge LLM marked as correct were actually correct based
on our ground truth human evaluation, and the recall refers to the
percent of all correct answers that were selected as accurate by the
LLM.

plete dataset where each problem is associated with a type
of chart (bar or line), contains an image, a question, a cor-
responding answer, and in some cases, answer choices. For
cases with answer choices, we noticed a bias in GPT-4 in
that it generated the final answer to be B more often than
other choices. To mitigate this, for questions with multi-
ple answer choices, we shuffle the ordering of options as a
post-processing step.

3.3. Finetuning

We use LoRA and DoRA, two parameter-efficient fine-
tuning (PEFT) methods in order to efficiently fine-tune the
language model component of InternLM-XComposer2-VL-
1.8B on a single L4 GPU. We also jointly fine-tune the vi-
sion encoder - for this, we do full fine-tuning (because this
has relatively a much smaller number of parameters). Note
that we do not fine-tune the final MLP (also known as the
sampler) that connects the vision encoder and the input of

the language model (it converts vision encoder outputs into
embeddings that are consumed by the language model).

We now briefly go over how LoRA and DoRA work:

1. Low-Rank Adaptation (LoRA) [13]: Since tuning the
many dense layers in a 1.8B transformer model re-
quires additional compute and GPU memory, LoRA
fixes the existing weights and instead learns an addi-
tional low-rank update matrix for each dense parame-
ter matrix in the model. As mentioned in equation 3 of
[13], for a given dense weight W0 ∈ Rd×k, we learn
matrices A ∈ Rd×r, B ∈ Rr×k, and compute the new
forward pass based on W = W0 +AB instead of W0.
The trick now is that we now don’t need to enable the
backward pass for the existing W0 parameters in the
model which remain the same, and only need to prop-
agate gradients through the A and B matrices, which
we can make much cheaper by choosing r << d, k.
This saves on GPU memory needed as well as training
time. Note that at inference time, we also have no addi-
tional costs because we can simply update the weight
matrices in our saved model to use W = W0 + AB
everywhere.

2. Weight-Decomposed Low-Rank Adaptation (DoRA)
[18]: The concept of DoRA is simply to have an ad-
ditional parameter to tune the magnitude of the weight
matrix instead of just manipulating it by adding a low-
rank matrix. It can be formulated as now replacing
each weight matrix W0 with W = m W0+BA

∥W0+BA∥c
(as

mentioned in equation 5 of [18]). Note that ∥.∥c de-
notes the column-wise L2 norm of a matrix. The key
difference here is that we now have a third learned pa-
rameter m that can accordingly manipulate the magni-
tude of the weight matrices (this is similar in flavor to
the learned scaling parameter for batch norm, though
of course the norm isn’t taken over the batch here, just
over columns of the weight matrix). The step-by-step
process is also illustrated in 3, taken from [18]. Sim-
ilar to LoRA, there are no additional inference costs.
But a key thing to note is that the memory consump-
tion when training DoRA is notably higher than for
LoRA - and the reason for this is that the division by
∥W0+BA∥c makes the gradient for W different from
the gradient for BA and we need to appropriately han-
dle the division in the computation graph. The au-
thors found that simply treating ∥W0 + BA∥c as a
constant does not result in much less accuracy and re-
duces much of the additional memory costs (though
still more than LoRA) and so they implement this as a
workaround to still train DoRA in a memory-efficient
manner.

We utilize the InternLM-XComposer library, which pro-
vides a Huggingface-based framework for finetuning this
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Figure 3. This is figure 1 from [18] and illustrates how DoRA mod-
ifies the original weights.

series of models with LoRA - we slightly modify it to also
support DoRA.

The overall training set-up aside from the caveats above
is standard: the loss function for the model is the cross en-
tropy loss and it is trained on next-token prediction for the
generated text (note that we only train it for language-based
output, not multimodal output), where the expected output
will be the next language token (the tokenizer used through-
out is the InternLM-2 tokenizer) and we will take the cross-
entropy loss between the outputs of our final softmax layer
(which has size |V | where V is the vocabulary of tokens)
and the next output token.

4. Dataset and Features
The training set we generate using GAMMAS contains

860 training samples, with 460 bar charts and 400 line plots.
We also generate a validation set with 200 samples. Overall,
generating this dataset cost under $100, a fraction of what
it would cost to create a dataset of this scale using human
annotators.

Figure 4 shows an example of a Bar Chart and its related
question generated using GAMMAS. Figure 5 shows an ex-
ample of a Bar Chart and its related question from Math-
Vista. We selected two bar charts with a similar setup to
highlight key strengths of our dataset. First, we see visual
diversity, because we specifically generate charts with a va-
riety of colors, hatches, and numbers of elements. The chart
topics are also more coherent, and the question is notably
more challenging than the question in Figure 5.

5. Experiments
Training for all experiments was done on a single L4

GPU. We tuned the following hyperparameters:

1. r in LoRA and DoRA: We tune r, the rank of the low-
rank matrix that is added in LoRA and DoRA, trying
values ranging from 2 to 32.

2. Learning Rate: We tuned around the value of 5e − 5,
ranging from values 4 times below to 4 times above

Figure 4. Example Bar Chart Generated Using GAMMAS. As-
sociated question: According to the bar chart, what was the per-
centage increase in hours spent by users on Online Shopping from
2019 to 2020?

Figure 5. Example Bar Chart from MathVista [19] Associated
question: How many people like the least preferred object in the
whole chart?

that. We used the Adam optimizer and a cosine learn-
ing rate schedule with weight decay of 0.1 (default pa-
rameters provided in the finetuning config) through.

3. Training Categories: We conducted experiments
where we tuned only on line chart data, only on bar
chart data, and on a mix of both to study overfitting
effects and the transferability of knowledge from each
category.

4. Using Randomization of Options and LLM as a Judge
vs not Using it: As noted above, we noticed that the
generated data tended to note provide a uniform distri-
bution across all options. We experimented with ab-
lating the randomization post-processing step to un-
derstand the impact of not having it. We also ran an
ablation removing the final LLM as a judge step to
understand how the lower quality raw generated data
affected (without filtering) affected performance.

5. Modifying the vision encoder versus keeping it fixed:
To understand how much of the improvement we see
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Model GVal-B TestM-B TestM-L TestM-O
Baseline 50.0 64.5 58.3 50.7

LoRA (r = 2) 64.1 - - -
LoRA (r = 8) 59.4 - - -
LoRA (r = 32) 67.2 61.3 58.3 54.4

Ablate ViT 60.9 61.3 58.3 55.5
Table 2. Only Training on Synthetic Bar Charts

came from improving the vision encoder versus im-
proving the alignment or aligning the language model
better, we ablated the finetuning of the vision encoder
(as mentioned above, otherwise this component would
undergo full fine-tuning along with the language model
component).

We kept the batch size fixed at 1 which keeps memory
usage minimized but effectively operated at a batch size of
8 by using 8 gradient accumulation steps before updating
the parameters. We turned off gradient checkpointing for
LoRA (for increased speed of tuning at the cost of addi-
tional memory) and kept it for DoRA (otherwise we would
run out of memory when tuning DoRA).

6. Results

The main metric we use to measure performance is ac-
curacy on different subsections of the MathVista’s testmini,
and on a validation set we create using GAMMAS. For
testmini, we look at accuracies on the bar chart subsection
(TestM-B), line plot subsection (TestM-L), and the other
categories in testmini combined (TestM-O). For the valida-
tion set we create, we look at either the bar chart subsection
(GVal-B), the line chart subsection (GVal-L), or the valida-
tion set overall (GVal). For all these datasets, we chose to
only evaluate MCQs, as freeform evaluation was challeng-
ing, given the many ways to write equally-correct answers.

Tables 2, 3, and 4 show the performance of the base-
line and fine-tuned models using different fine-tuning tech-
niques and after being fine-tuned on different subsections
of the dataset generated using GAMMAS. Specifically, the
tables are split up by the type of fine-tuning data used, with
Table 2 listing models that were fine-tuned on only the Bar
Charts subsection of GAMMAS, Table 3 listing models that
were fine-tuned only on the Line Plots subsection of GAM-
MAS, and Table 4 listing models that were fine-tuned using
the entirety of GAMMAS. In each table, we list the baseline
performance, and performance with the fine-tuning tech-
niques we tried for that subsection of GAMMAS (namely
LoRA and ablating the vision encoder fine-tuning - denoted
as ViT - for Synthetic Bar Charts, LoRA for Synthetic Line
Plots, and Lora and DoRA for the entirety of GAMMAS).
Note that the numbers in parentheses next to DoRA and
LoRA fine-tuned models represent the rank used.

Model GVal-L TestM-B TestM-L TestM-O
Baseline 49.4 64.5 58.3 50.7

LoRA (32) 57.1 64.9 62.5 53.8
Table 3. Only Training on Synthetic Line Plots

Model GVal-B/L TestM-B TestM-L TestM-O
Baseline 50.0/49.4 64.5 58.3 50.7

LoRA (32) 68.8/63.6 67.7 70.8 54.2
DoRA (32) 71.9/58.4 71.0 70.8 54.6

Table 4. Training on Both Synthetic Bar and Line Plots

Figure 6. A Fine-grained analysis of TestM-O

We also conduct a more fine-grained analysis of TestM-
O, the non-bar-and-line-chart subsection of testmini, in Fig-
ure 6.

In Figure 7, we generate a t-distributed stochastic neigh-
bor embedding (t-SNE) visualization, a technique that lets
us create a 2D mapping in a way that preserves neighbor
identities [12]. To do so, we ran the vision encoder on the
just the image from each training data sample, averaged the
1225 = 35x35 vision embeddings that were output, and
passed it through a standard t-SNE algorithm with a per-
plexity of 30.

In addition to the experiments covered by the tables
above, we note the results from the following experiments:

1. Learning Rate Tuning: We found that the learning
rate did not have a significant impact on model per-
formance within the range that we tuned.

2. Randomization: We found that ablating the random-
ization step of our post-processing pipeline did not
result in any performance gain or drop; however, we
keep this step because it is important to guard against
inherent biases that could be introduced by the non-
randomness of LM output.

3. LLM as a judge: We found that this was very useful
- the validation accuracy for ”LoRA (32)” trained on
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Figure 7. t-SNE visualizing the embedding similarities between
different figure types within MathVista, as well as our synthetic
generated data (using the val set).

bar chart data degraded by up to 5.1% without the ad-
ditional LLM as a judge step to filter out bad examples.

We also make the following observations about the re-
sults in the tables, which we will discuss in more depth be-
low:

1. Using the highest tried rank of 32 for LoRA parame-
ters resulted in maximal accuracy on our validation set
when training on bar chart data.

2. Ablating the fine-tuning of the vision encoder results
in a large 9.1% drop in our accuracy on the validation
set.

3. If we train only on synthetic bar chart data, we do
not notice improvement on the bar chart questions in
MathVista. However, if we train only on synthetic line
chart data, we notice improvements on the line chart
questions in MathVista. If we train on both sets of
data together, we notice improvements in both cate-
gories of MathVista questions. In all cases where we
fine-tune, we slightly improve performance on ques-
tions that are not bar or line chart related but in the
MathVista dataset.

4. DoRA with r = 32 is comparable with LoRA with r
= 32 (from our validation sets, we saw that they were
slightly better for bar charts, and worse for line plots).
Both outperform the baseline model on the MathVista
dataset (both in the bar chart and line chart categories,
as well as others).

7. Discussion
GAMMAS Difficulty Level Generally, we observe that
models perform worse on GVal than they do TestM-B or
TestM-L. For example, in Table 2, we see a stark 14.5%
difference in the performance of the baseline model, with

TestM-B being significantly easier than GVal-B. We see a
similar pattern within Table 3, with the baseline achieving a
8.9% lower accuracy on GVal-L than on TestM-L.

Performance After Fine-tuning, Bar and Line Chart
Tasks When fine-tuning with bar charts, we see that per-
formance on GVal-B increases significantly. The LoRA
fine-tuned model (with rank 32) achieves the best perfor-
mance, showing a 17.2% increase. Despite this, perfor-
mance on TestM-B actually drops by 3.2% after fine-tuning.
We hypothesize two reasons for this. The first explanation
could be simple overfitting. As we see in Table 4, when
we fine-tune with both bar and line charts, performance im-
proves on both TestM-B and GVal-B, not just GVal-B, as
previously observed.

However, this pattern is not observed with line charts.
In line charts, we see that LoRA fine-tuning (with rank 32)
leads to a 7.7% increase in performance on GVAL-L and a
4.2% increase in performance on TestM-L. Line charts had
60 fewer data points than bar charts, which could explain
the lack of overfitting.

One reason for this could be that performance on bar
charts for these models is already quite good, whereas per-
formance on line plots is generally lower for the baseline
model itself. Therefore, it could be easier to improve per-
formance on line charts without overfitting.

Another reason for the observed drop in performance for
bar-chart-fine-tuned models on TestM-B could be because
of the difficulty of the GAMMAS fine-tuning set. Work
in curriculum learning has shown that the order in which
models see increasingly difficult examples impacts train-
ing convergence and model performance a lot [1, 9]. Be-
cause we did not tag examples with difficulty, it is likely
that the model saw training examples in an unideal order,
limiting its ability to actually learn during finetuning. How-
ever, when we finetune with both bar and line charts, we
note a performance increase of 6.5% and 12.5% on TestM-
B and TestM-L, respectively,

Performance After Fine-tuning, Other Tasks Across
tables 2, 3, 4, we see an overall increase in performance on
TestM-O, regardless of whether we train using the bar- or
line-chart split (or both). This demonstrates that the model’s
reasoning abilities improved overall, despite only seeing
data from a narrow range of skills. As shown in Figure 6,
fine-tuned models specifically perform better on geometry
tasks, as they require mathematical reasoning that doesn’t
counter what the models learning during fine-tuning. The
performance on scatter plot tasks decreases, which is sur-
prising because it is a related task. Possibly, this could
be because while the linguistic questions about the scat-
ter plots were similar to those for line- and bar-charts, the
scatter plots themselves were visually different, leading the
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model to misreason. Puzzles are both visually and linguisti-
cally different from bar and line charts, which is likely what
causes the performance decrease observed. Performance on
table tasks generally stays unchanged, likely because of the
difficulty of table-related tasks for VLMs [19].

Evaluating GAMMAS Faithfulness In Figure 7, we
measure how data clusters to check whether GAMMAS
faithfully replicates the data distribution in the MathVista
dataset. We see that each category of image clusters with
other images from its category, which is expected. We also
see that examples generated using GAMMAS (indicated by
synthetic bar chart and synthetic line plot) generally cluster
around the MathVista bar charts and line plots, respectively.

Interpretability: Impact of Vision vs Language We
also wanted to understand whether it is improvement in
the visual component that results in the overall improve-
ments that we see or improvements in the language com-
ponent. One datapoint we see above is that, when purely
training on bar chart data, not finetuning the vision encoder
results in worse performance on our val dataset but com-
parable performance on MathVista. This might suggest that
fine-tuning the vision encoder contributes to some degree of
overfitting to the structure of our images, which means that
we might reap benefits from using additional vision trans-
forms/adding more noise or variety to our input. We also
extracted the embeddings after fine-tuning, and compared
them to the ones before fine-tuning by running t-SNE with
both sets to understand if there was a noticeable difference
caused by fine-tuning in the clustering of these embeddings
(i.e. does the same datapoint’s embedding change a lot be-
fore and after fine-tuning?). However, we did not see this
to be the case (most embeddings after fine-tuning stayed
relatively close to where they were before fine-tuning on a
t-SNE plot) - we omit the figure for this because it is not too
instructive (as the points after fine-tuning look very similar
to the figure above before fine-tuning).

8. Conclusion/Future Work
In this work, we present GAMMAS: a novel pipeline

to generate synthetic multi-modal data for math problem-
solving. We synthesize bar- and line-chart-related math
problems using this pipeline. Then, we fine-tune InternLM-
XComposer2-VL-1.8B using different subsections of our
dataset with PEFT techniques like LoRA and DoRA. Gen-
erally, the fine-tuned models not only improve on the task
we fine-tuned them with, but also on other tasks, with a
17.2% performance improvement being observed on bar
chart tasks.

In the future, we are interested in using this pipeline to
explore the impact the type of diversity in finetuning data

has on model performance. Because the prompting used in
GAMMAS has a piece for linguistic and visual diversity,
we want to experiment how model performance is impacted
when we generate data by omitting either (or both) of the
types of diversity we prompted for. We also would like to
build a robust evaluation pipeline that would also let us test
our models on questions with freeform answers. We noted
earlier that during data synthesis, the LLM frequently gen-
erated the MCQ answer to be B. We noted a similar issue
with Yes/No questions, where the answer was Yes 75% of
the time. In the future, we would like to address this by us-
ing prompt rewriting to even out the distribution of Yes and
No answers.

Lastly, while we only explore parameter-efficient fine-
tuning techniques in this paper, we’d like to explore rep-
resentation fine-tuning (ReFT) techniques in the future as
well. While fine-tuning, we only focused on fine-tuning the
vision encoder and the LM, but did not fine-tune the sam-
pler, which connects the encoder to the LM. We expect that
fine-tuning the sampler would improve model performance
even more.

Generating synthetic visual data is still challenging, as
leading vision models face noticeable gaps in performance.
By harnessing the linguistic/coding capabilities of LLMs
to programmatically generate diverse multi-modal data, the
GAMMAS pipeline opens up a future avenue for work.
While we only generated synthetic bar- and line-charts,
data from other tasks like tables, geometry problems, scat-
ter plots, etc. can be synthesized by harnessing code-
generation for matplotlib-like tools.

9. Appendices

10. Contributions and Acknowledgements
Shubhra created the data generation pipeline for bar

charts, which Ram adapted to line charts. He implemented
both the PeFT techniques mention in the paper. He also im-
plemented the LLM-as-a-judge + randomization techniques
discussed in the data generation pipeline, and also evaluated
the ground-truth results we show to prove the efficacy of
LLM-as-a-judge for our use case.
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