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Abstract

Classification of suspected lesions is critical for timely
intervention and preventing unnecessary treatments in
prostate cancer cases. In the clinic, urologists often mis-
classify lesions in the transition zone (TZ) of the prostate,
resulting in a high false positive classification rate. We
classify prostate lesions in two steps: zone segmentation
and lesion classification. We use the PROSTATEx dataset
of 204 T2-weighted MRI images with labeled lesions. For
zone segmentation, we apply a 2D U-Net, 3D U-Net, and
3D UNETR. For lesion classification, we apply a YOLOV5
model. We additionally classify lesions in a separate model
based on masked TZ input, in order to better classify lesions
in this zone. We find that model performance is best for 2D
segmentation.

1. Introduction

Classification of suspected lesions is critical for timely
intervention and preventing unnecessary treatments in
prostate cancer cases. The Prostate Imaging Reporting and
Data System (PI-RADS) was created to predict and charac-
terize lesions from MRI images on a scale of 1 to 5, with
5 being a high suspicion of malignancy (Barentz et al [1]).
In the clinic, urologists often misclassify lesions in the tran-
sition zone (TZ) of the prostate, resulting in a high false
positive classification rate (Gaudiano et al [7]). This is be-
cause the PI-RADS score for a lesion varies depending on
whether it occurs in PZ and TZ boundaries. However, if the
boundaries of these regions are difficult to discern, then the
classification task becomes difficult. In addition, the effects
of aging or disease lead to significant structural changes in
the TZ (Clark et al [4]) and can make this task difficult. We
perform PZ and TZ region segmentation and then aim to
detect and classify lesions in these regions more accurately.

We classify TZ lesions in two steps. First, we segment
the PZ and transition zone TZ using a modified U-Net. The
input to this step is raw MRI images, and the output is a

mask that classifies each pixel as PZ, TZ, or background.
Second, we detect and classify lesions in the PZ and TZ
regions using YOLOV5. The input to this step is also raw
MRI images, and the outputs are bounding boxes around
each lesion labeled with a classification of benign or malig-
nant.

2. Related Work

Previous work has used deep learning methods on MRI
data to classify prostate lesions. Many studies have found
success with U-Net, including Mehralivand et al [13],
Pellicer-Valero et al [15], and Sanyal et al [18]. Vente et
al [21] propose a 2D U-Net with MRI slices as input. Other
studies use pretrained CNNs such as VGGNet, including
Chen et al [3], and Hassan et al [10], who also apply a fu-
sion model. Other work proposes a capsule network (Li et al
[12]), explainable AI (Hamm et al [9]), MRRN-DS (Simeth
et al [19]), and a customized CNN (Cao et al [2]).

Much recent work uses a single model to perform legion
detection and classification. Some work, including Yu et
al [22], first identify regions of potential lesions, and then
probes each region to classify the lesion as malignant or be-
nign. Duran et al [6] use a 2-stage approach, where outputs
of prostate segmentation are used as attention inputs to a
second stage that predicts malignancy.

However, previous work does not focus deep learn-
ing approaches on predicting lesions within the TZ alone,
which is an area of high importance in this field. We take
on this challenge in our project.

3. Methods

3.1. Zonal Segmentation

3.1.1 Models

The first step of our task was to segment the prostate zones
into three classes: TZ, PZ, and background. Because our
data was presented as 2D slices of a 3D prostate MRI, we
utilized and compared 2D and 3D segmentation techniques.
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Figure 1. 2D U-Net Model Architecture

We performed 2D segmentation using a U-Net, and 3D seg-
mentation using a 3D U-Net and UNETR.

For 2D segmentation, we used U-Net. We used an ex-
isting Pytorch model implementation [14] from the origi-
nal U-Net paper [17], which consisted of four down lay-
ers followed by four up layers. Each down layer consists
of max pooling followed by two iterations of convolution-
batchnorm-ReLU, while each up layer consists of upsam-
pling followed by two iterations of convolution-batchnorm-
ReLU. Each up layer receives a residual connection from
the corresponding down layer. The final U-Net architecture
is shown in Figure 1.

For our 2D segmentation baseline, we used a simplified
version of this model, which consists of a basic fully con-
volutional network containing three convolutions and three
up-samples.

For 3D segmentation, we used an existing Pytorch model
implementation of 3D U-Net [8]. This implementation was
adapted and optimized for 3D using the 2D U-Net by modi-
fying all 2D transformations (convolution, batchnorm, max
pooling, upsampling) to be 3D transformations instead. All
other elements of the architecture remained unchanged.

We also experimented with a UNETR, a 3D transformer-
based segmentation model. This model uses a ViT Trans-
former backbone as its encoder, with 12 transformer blocks
and uses a 3D convolutional decoder (segmentation head).
The ViT Transformer encoder divides the image into
patches, which are similarly embedded into sequences and
assigned positional encodings, and processes the patches
through transformer blocks. The UNETR decoder architec-
ture resembles U-Net: features from multiple resolutions of
the transformer encoder (z3, z6, z9, z12) are skip-connected
to the decoder. The input to the decoder is a sequence of
representations from the encoder, which are upsampled re-

peatedly for higher segmentation resolution. We used an
existing PyTorch implementation of UNETR as well as part
of the training details [5]. The architecture can be found in
Hatamizadeh et al [11].

3.1.2 Loss

For segmentation, we use DiceCELoss, a composite loss
defined as follows:

L = Ldice + Lce (1)

We minimize this loss function during training to im-
prove both the segmentation and classification performance
of the network. Dice loss, Ldice, is defined as:

Ldice = 1−
2
∑N

i=1 pigi∑N
i=1 p

2
i +

∑N
i=1 g

2
i

(2)

where pi is the predicted probability for pixel i, gi is the
ground truth label for pixel i, and N is the total number of
pixels in the segmentation mask. The Dice loss measures
the overlap between the predicted segmentation masks, pi,
and the ground truth masks, gi.

Cross Entropy loss, Lce, is defined as:

Lce = −
∑
c

gc log(pc) (3)

where pc is the predicted probability for class c and gc is the
ground truth label for class c.

3.2. 2D Lesion Detection and Classification

The second step of our task is to use the segmented
prostate inputs to bound and classify lesions with the TZ
and PZ. Due to our notably higher results of the 2D seg-
mentation model compared to the 3D segmentation models,
we use 2D slices of the MRIs as input as opposed to the 3D
volume. Therefore, we frame the problem of lesion clas-
sification as a 2D object detection task. We apply YOLO
[16] to prostate inputs and TZ-only segmented inputs sep-
arately. YOLO predicts bounding boxes around the lesions
and predicts class probabilities (either benign or malignant)
directly in a single evaluation.

3.2.1 Model

We used YOLOv5. YOLO (You Only Look Once) is an
object detection and classification framework that predicts
bounding boxes and class probabilities of detected objects,
lesions, in a single forward propagation step. The model ar-
chitecture consists of a single convolutional neural network
(CNN) with Darknet-52 for feature detection from the in-
put image, several detection layers, anchors for bounding
boxes (Redmon et al., 2015). We use an existing Pytorch
implementation of YOLOv5 [20].
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3.2.2 Loss

We train YoloV5 using another composite loss function de-
fined as follows:

L = Lbox + Lobj + Lcls (4)

Box loss, Lbox, is defined as:

Lbox =
1

N

N∑
i=1

(1− IoU(pbox,i, gbox,i)) (5)

where pbox,i is the predicted bounding box for target i,
gbox,i is the ground truth bounding box for target i, and
IoU is the intersection over union between the predicted and
ground truth bounding boxes. Objectness loss, Lbox, is de-
fined as:

Lobj =
1

N

N∑
i=1

BCE(pobj,i, tobj,i) (6)

where pobj,i is the predicted objectness score for target i,
tobj,i is the ground truth objectness score for target i, and
BCE is Binary Cross Entropy loss.

Classification loss, Lcls, is defined as:

Lcls =
1

N

N∑
i=1

BCE(pcls,i, tcls,i) (7)

where pcls,i is the predicted class probability for target i,
tcls,i is the ground truth class label for target i, and BCE
denotes the Binary Cross Entropy loss.

4. Dataset
4.1. PROSTATEx Dataset

We use the PROSTATEx dataset of 204 prostate transver-
sal T2w MRI scans, obtained from GitHub. The MRIs
were square in height and width, ranging from 320x320 to
640x640, and the depth of the MRIs ranged from 19 slices
to 27 slices. The data also included annotated PZ and TZ
segmentations for each scan, formatted as a binary mask.
The dataset also includes lesion segmentations for each le-
sion in each scan, formatted as a binary mask and given
a 0/1 label for clinical significance. Clinical significance,
as defined in this dataset, represents lesions with Gleason
Score > 6 and Gleason Grade Group/ISUP score > 1, so
we interpreted lesions as “malignant” if clinically signifi-
cant and “benign” if not clinically significant.

For the segmentation task, we used the PZ/TZ segmen-
tations directly from the dataset as our ground truth. For the
object detection task, we drew bounding boxes around the
provided lesion segmentation masks and used the bounding
boxes as our ground truth. A sample MRI image from our
dataset, along with the corresponding ground truth PZ/TZ
segmentations, lesion segmentations, and extracted bound-
ing boxes, is shown in Figure 2.

4.2. Preprocessing

We used a random 80/10/10 train/val/test split and pre-
processed the MRI data into 2D slices for the 2D mod-
els and 3D volumes for the 3D models. All data pro-
vided by this dataset is formatted using Neuroimaging In-
formatics Technology Initiative (NIfTI) format. Prepro-
cessed 2D MRI slices and corresponding ground truth an-
notations were saved in Portable Network Graphics (.png)
format, and preprocessed 3D data remained in NIfTI for-
mat.

For all models, we normalized the data using the mean
and standard deviation of the training dataset. For the 2D
segmentation models, we then resized the slices to 256 x
256. For the 3D segmentation models, we resized the height
and width dimensions to 320 x 320 and padded the depth
dimension to 32. This reshaping ensured we could use
batches for both 3D segmentation models and a patch size
of 16 for the ViT-based UNETR.

We also utilize masking strategies, which required im-
age preprocessing, to train variations of our object detec-
tion model. For our TZ only object detection model, we
create a duplicate object detection dataset with the PZ seg-
mentation masked out in the input MRI. We also remove
the ground truth bounding boxes in the masked PZ region.
For our PZ only model, we create another duplicate object
detection dataset with the TZ segmentation masked out in
the MRI. We also remove the ground truth bounding boxes
in the masked TZ region also removed). Figure 3shows the
number of benign and malignant bounding boxes in the full
object detection dataset, the TZ only dataset, and the PZ
only dataset.

5. Results and Discussion

5.1. Metrics

We report two metrics for our segmentation models:
Dice and IoU. Both metrics compute the overlap of the out-
put segmented region with the ground-truth region. These
models are helpful for our use case because the majority
of each image contains background, and we aim to cor-
rectly classify TZ and PZ pixels. We aimed for a Dice
score >= 0.7 and IoU score >= 0.6 to indicate a well-
performing model.

Independently from our primary model, we trained a
fully convolutional network with three convolutions and
three up-samples, obtaining loss shown in Figure 5 and
scores shown in Table 1. We used this as a baseline when
training the U-Nets.
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Figure 2. Visualization of MRI with various annotation overlays

Figure 3. Number of benign and malignant bounding boxes

5.2. Segmentation

5.2.1 2D Segmentation

Our final 2D segmentation model uses AdamW with β1 =
0.9, β2 = 0.95, weight decay = 0.1, and and a learning
rate of 4.3 × 10−3. We chose AdamW to combine the fast
convergence of Adam with regularization within the opti-
mizer. We lower β2 from the default value of 0.999 because
our dataset is relatively small, allowing more focus on re-
cent examples and faster learning. We increase the weight
decay substantially from its default value of 0.01 to miti-
gate overfitting problems in the model. While the model

initially displays overfitting within the first five epochs, it
shows no overfitting after 15 epochs after changing weight
decay to increase regularization. We increase the learning
rate to allow the model to avoid local minima, as it exhibits
a plateauing with lower learning rates. We use DiceCE Loss
with smooth nr = 0 and smooth dr = 1 × 10−6. We
decrease the smoothing parameters to avoid their effects on
loss calculations, but leave a small smooth dr to avoid
division by zero.

We train the model on a T4 GPU, which has 16 GB GPU
memory. We set a batch size of 16, which was the maximum
batch size that fit in memory on our GPU, in order to max-
imize stability during training. We trained the model for 15
epochs, at which point the model showed limited improve-
ment each epoch. We used our validation set to choose hy-
perparameters and identify overfitting. The loss over train-
ing and change in validation metrics are shown in Figure 6.
After training and hyperparameter tuning, we evaluated our
model on our holdout test set, achieving metrics displayed
in Table 1.

The 2D U-Net model outperformed our baseline metrics
and is our overall best segmentation model. A sample com-
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parison of predicted and ground-truth PZ and TZ segmenta-
tions is shown in Figure 4.

5.2.2 3D segmentation

The 3D U-Net model was trained on an A100 40GB GPU.
We use a batch size of 4, as this is the largest batch size that
fits on our machine given the size of 3D volumes. We tuned
our learning rate to 4 × 10−3 to allow stable learning, and
ran the model for 20 epochs. All other hyperparameters are
as described with 2D segmentation. The loss is shown in
Figure 7, and test performance in Table 1.

The 3D UNETR model was trained on an A100 40GB
GPU. We use a batch size of 4, as this is the largest batch
size that fits on our machine given the size of 3D volumes.
We tuned the weight decay parameter to 0.05 given that
overfitting is less prevalent in transformer models, and ran
the model for 5 warmup epochs followed by 100 epochs.We
also use a layer-wise learning rate decay following a cosine
decay schedule in order to stabilize ViT training. All other
hyperparameters are the same as the 2D segmentation train-
ing. The tables below show the loss over training and metric
performance. The loss is shown in Figure 8, and test perfor-
mance in Table 1.

Loss curves and metrics over training are shown for all
segmentation models. The simple CNN is displayed in fig-
ure 5; the 2D U-Net is displayed in figure 6; the 3D U-Net
is displayed in figure 7; and the 3D UNETR is displayed in
figure 8.

Model Test MeanIoU Test MeanDice
2D Simple CNN 0.3390 0.4703
2D U-Net 0.6873 0.7978
3D U-Net 0.5873 0.7325
3D UNETR 0.6097 0.7451
Table 1. Performance of Segmentation Models on Test Set

Although both 3D segmentation models performed well,
they did not perform as well as the final 2D segmentation
model. This may be due to the relatively small number
of training samples, making it difficult to train this large
model. Using slices as input in the 2D model provides about
20 times as many training samples as using 3D volumes as
input.

5.3. Object Detection

We started with YOLOv5 using pre-trained weights de-
rived from the COCO dataset. We then trained three distinct
YOLO models with different inputs. The first model is our
baseline and is trained on all MRI images with both the PZ
and TZ regions. In order to reduce the number of false posi-
tives in the TZ region lesions, we hypothesized that masking
out the segmented PZ region in the input MRI will improve

the classification accuracy of the lesions in the TZ zone,
and vice versa. Therefore, we trained two other models:
one with the PZ segmentation masked out in the input MRI
(with ground truth bounding boxes in the masked PZ region
also removed) and one with the TZ segmentation masked
out in the MRI (with ground truth bounding boxes in the
masked PZ region also removed). We do not handle cases
in which lesions overlap in the PZ and TZ.

We trained these three models on a T4 GPU (16 GB GPU
memory). We used a batch size of 32, which was the max-
imum batch size we could use given our GPU memory in
order to maximize learning stability. We used a learning
rate of 1e-2 and an Adam optimizer with β1 = 0.937 and
β2 = 0.999. Evaluation on our holdout test set yielded the
metrics below.

Model Class Prec. Recall mAP50
Full MRI, all labels A .002 .479 .0219
Full MRI, all labels B .003 .625 .0378
Full MRI, all labels M .001 .333 .006
Full MRI, PZ labels A .706 .140 .0139
Full MRI, PZ labels B 1 0 .0141
Full MRI, PZ labels M .413 .279 .264
Full MRI, TZ labels A .001 .0385 .0188
Full MRI, TZ labels B .002 .077 .0376
Full MRI, TZ labels M 0 0 0
TZ-only MRI A .003 .229 .0024
TZ-only MRI B .004 .292 .0037
TZ-only MRI M .002 .167 .0011
PZ-only MRI A .001 .152 .0008
PZ-only MRI B .002 .161 .0013
PZ-only MRI M .001 .143 .0004

Table 2. Performance Metric for YOLO Lesion Detection Models.
Class labels are given by A: all, B: benign, M: malignant.

A sample object detection prediction from our best per-
forming object detection model “Full MRI, PZ labels” is
shown in Figure 9

Overall the YOLO model performs poorly on the 2D
MRI images for the detection of benign and malignant le-
sions. The extremely low precision, recall, and mAP50 in-
dicate the model fails to detect both benign and malignant
cases from the prostate MRI. However, we do notice some
differences based on what object labels we input. Specifi-
cally, providing PZ bounding box labels only improves pre-
cision and therefore reduces false positives but also misses
true positives. In addition, when we mask out either region,
PZ, or TZ, the model performs worse, contradictory to our
hypothesis.

One possible explanation for why models trained with ei-
ther PZ, or TZ, masked out performed poorly could be due
to the removal of contextual information that may help dis-
tinguish between malignant and benign. By removing such
regions, we fail to acknowledge that lesions may be dis-
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Figure 4. 2D U-Net Predicted (first row) vs. Ground Truth (second row) Segmentations. Left: MRI, Middle Left: Background, Middle
Right: Peripheral Zone, Right: Transition Zone

Figure 5. 2D Simple CNN

Figure 6. 2D U-Net

Figure 7. 3D U-Net

tinguished by their presence near structures that we mask
out. In addition, when we mask out regions, we also mask

Figure 8. 3D UNETR

out bounding boxes for lesions that may have inside the re-
gions. Since we begin with approximately 900 images with
bounding boxes for training, further decreasing the number
of positive samples could lead to a biased model that mainly
learns that most MRIs don’t have lesions.

6. Conclusions
In this project, we aimed to segment the prostate into

zones, and use these segmentations to identify lesions and
classify each as benign or malignant. Because of the clin-
ical need for more accurate lesion classification in the TZ,
we emphasized accurate classification in that zone. We per-
formed segmentation using a 2D U-Net and 3D U-Net and
UNETR. The 2D U-Net performed best on this task, achiev-
ing a final Dice score of about 0.8. This is likely due to the
relatively small training set, which made it difficult for this
large model to learn the task.

We maintain the importance of training models specifi-
cally for TZ lesion classification. As next steps, we would
obtain a larger dataset containing TZ lesions, and train it
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Figure 9. Best YOLOV5 Model (”Full MRI, PZ labels”) Prediction

using YOLOV5. With more data, we expect to see these
models outperform models trained on TZ and PZ lesions.

In addition, our 2D object detection experiment revealed
that contextual information is important for lesion detec-
tion in MRIs. Given this, a 3D object detection model may
better capture the complexity of lesions in the PZ and TZ
regions. By incorporating volumetric information and cap-
turing spatial relationships between MRI slices, a 3D model
could effectively detect lesions and take into account lesion
morphology.
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